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Abstract

Readers of English — but not Dutch or Ger-
man — consistently show a grammaticality il-
lusion: they find ungrammatical double-center-
embedded sentences easier to process than
corresponding grammatical sentences. If pre-
trained language model (LM) surprisal mimics
these cross-linguistic patterns, this implies that
language statistics explain the effect; if, how-
ever, the illusion requires memory constraints
such as lossy context surprisal (LCS), this sug-
gests a critical role for memory. We evaluate
LMs in Dutch, German, and English. We find
that both factors influence LMs’ susceptibility
to grammaticality illusions, and neither fully
account for human-like processing patterns.

1 Introduction

Modern neural language models (LMs) produce flu-
ent, grammatical language (Mahowald et al., 2024),
but their validity as models of human linguistic
cognition remains contested (Cuskley et al., 2024).
One key concern is the scale of data exposure: LMs
often learn from quantities of linguistic data which
exceed human lifespans. This motivates research
with LMs trained on human-scale data, as these
models may have a greater claim to cognitive plau-
sibility (Wilcox et al., 2025).

Another dimension of cognitive plausibility con-
cerns language processing rather than learning.
Language model surprisal robustly predicts mea-
sures of incremental language processing such as
reading time (Wilcox et al., 2023). Despite this,
LMs fail to fully reproduce certain processing ef-
fects which are well-established in the experimen-
tal literature, such as recovery from syntactically
ambiguous “garden-path” sentences (Arehalli et al.,
2022; Huang et al., 2024). Such systematic diver-
gences from human processing further challenge
LMs’ cognitive plausibility. Moreover, the two is-
sues may be connected: larger LMs trained on more
data are worse at approximating reading time (Oh
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Figure 1: Example of the grammaticality illusion in
reading time (RT) for (1a) vs. (1b) in English (upper),
and the converse effect in German (lower), using mean
RTs from Vasishth et al. (2010, Expts. 1 and 3). Ger-
man speakers take longer to read the post-verbal NP
(“einen Marathon”) in the ungrammatical, missing-verb
condition, while English speakers instead read the NP
faster when the verb is missing.

and Schuler, 2023), raising the possibility that non-
human-scale learning contributes to non-human-
like processing.

One important lens on linguistic cognition comes
from language illusions, i.e. ungrammatical or oth-
erwise infelicitous sentences which humans should
reject, but nonetheless find acceptable (Phillips
et al., 2011). For example, consider the follow-
ing two sentences (cf. Figure 1):

1. (a) The painter who the doctor who the lady
saw treated ran a marathon.

(b) *The painter who the doctor who the lady
saw ran a marathon.

(l1a) contains double nested center-embedded
clauses, which are rare and challenging in English
(Hamilton and Deese, 1971) but indisputably gram-
matical. (1b), on the other hand, is ungrammatical
due to missing a verb. Despite this, speakers con-
sistently prefer sentences like (1b) to their gram-
matical counterparts (Gibson and Thomas, 1999;
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Christiansen and MacDonald, 2009). This process-
ing effect is known as the grammaticality illusion.

What causes the grammaticality illusion? Two
competing hypotheses have been proposed. Under
the memory account, constrained working memory
causes readers to forget earlier sentence material,
thereby nullifying the expectation of a third verb
(Gibson and Thomas, 1999). This proposal ap-
peals to general cognitive mechanisms; however,
Vasishth et al. (2010) and Frank et al. (2016) find
that the illusion appears for reading times in En-
glish, but not in German or Dutch. They posit an al-
ternative language statistics hypothesis: the gram-
maticality illusion arises due to the relative rarity of
center-embedded clauses in English. Researchers
have evaluated these two accounts with compu-
tational models (Engelmann and Vasishth, 2009;
Christiansen and MacDonald, 2009; Frank, 2014,
Futrell et al., 2020). These simulations, however,
predate today’s language models (LMs), which rep-
resent linguistic distributions to unprecedented lev-
els of precision.

In this paper, we use modern LMs to assess these
two hypotheses with respect to the grammaticality
illusion. LMs effectively implement the language
statistics account. If the distribution of English
gives rise to the illusion, then English LMs should
assign higher surprisal to the post-verbal region a
marathon in the grammatical sentence (1a) com-
pared to the ungrammatical (1b), while German
and Dutch LMs should do the converse. Moreover,
this cross-linguistic divergence should hold steady,
or even grow, with increased training data: if lan-
guage statistics drive the effect, then higher data
exposure during training should reinforce these re-
spective language-specific outcomes.

If, however, memory constraints are critical to
the illusion, we may see two different patterns.
Firstly, the grammaticality illusion in English may
be mediated by language model capacity in the
opposite direction (cf. Oh and Schuler, 2023). In
this scenario, smaller models trained on human-
scale data may show the illusion, while larger LMs
consistently prefer the grammatical sequence. Sec-
ondly, the grammaticality illusion may be mediated
by retention of the preceding linguistic context,
such that Lossy Context Surprisal shows the effect
at higher forgetting rates (LCS; Futrell et al., 2020).

Our results suggest that both language statis-
tics and memory constraints influence how LMs
process double-center-embedded sentences, with
mixed implications for human sentence process-
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Figure 2: Grammaticality effects in reading time (RT)
for Dutch and English stimuli, reproduced from Frank
et al. (2016, Expts. 1-3). At the post-verbal determiner
(Detl), RT is higher for ungrammatical sentences in
Dutch (left), but lower in English (middle, right).

ing. For the language statistics hypothesis, we find
robust support from Dutch, but for German and
English the picture is more complicated. Larger
English LMs reproduce the missing verb illusion,
which decisively supports the hypothesis. Medium-
sized models, however, show the opposite effect,
and larger German LMs also unexpectedly show
the illusion — neither of which are expected un-
der a language statistics account. For the memory
hypothesis, we find that Resource-Rational Lossy
Context Surprisal (RR-LCS; Hahn et al., 2022) sim-
ulates the grammaticality illusion at higher forget-
ting rates in both English and German; however,
we do not observe the expected language-specific
interaction in effect direction. These findings high-
light continuing challenges in applying LMs as
cognitive models of human language processing.

2 Related work

2.1 Grammaticality illusion effects across
languages

English speakers consistently prefer ungrammati-
cal sentences like 1b to grammatical double-center-
embedded sentences like 1a. This missing verb
effect has been found in both acceptability judg-
ments (Gibson and Thomas, 1999; Frank and Ernst,
2019; Huang and Phillips, 2021) and measures of
online processing such as reading time (Vasishth
et al., 2010; Frank et al., 2016, 2021). Some
researchers have argued that this effect reflects
language-specific distributions of center-embedded
sentences (e.g. Vasishth et al., 2010; Pafieda and
Lago, 2024). Figure 2 presents key evidence for
this language statistics hypothesis: the missing
verb effect appears in English, but not in the related
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language Dutch. Strikingly, the English reading
times shown in Figure 2 come from first language
speakers of Dutch and German — speakers who do
not show this effect when reading their native lan-
guage. The fact that the grammaticality illusion ap-
pears robustly for particular languages, rather than
particular speakers, supports the language statis-
tics hypothesis. Under this account, we would ex-
pect modern language models to show comparable
language-dependent preferences: lower surprisal
for grammatical Dutch and German sentences, and
ungrammatical English sentences.

The main alternative hypothesis states that
the grammaticality illusion is driven by domain-
general memory constraints (Gibson and Thomas,
1999). Language-specific effects (cf. Figure 2)
clearly challenge this account. In response, some
recent work has explored how working memory
could be mediated by particular linguistic proper-
ties. For instance, relative clauses in German and
Dutch use different word order from main clauses;
Bader and colleagues (Bader, 2016; Héussler and
Bader, 2015) argue that this syntactic distinction
may facilitate retrieval from memory in German,
but not English. Huang and Phillips (2021) build
on this account to characterize a similar illusion in
Mandarin. Finally, Futrell and colleagues (Futrell
and Levy, 2017; Futrell et al., 2020) integrate the
two hypotheses with a model of memory directly
mediated by language statistics, which we consider
at length in the following section.

2.2 Processing illusions in language models

A number of computational modeling studies have
found support for the language statistics hypothesis,
although much of this previous work relies upon
simulated training data. Christiansen and Chater
(1999), Engelmann and Vasishth (2009), and Chris-
tiansen and MacDonald (2009) trained recurrent
neural networks (RNNs) on two distinct proba-
bilistic context-free grammar (PCFG)-generated
corpora with differing relative clause distributions,
reflecting corpus frequencies from German and
English. These models capture human-like gram-
maticality preferences for double center-embedded
constructions in each language respectively. Frank
(2014) trained RNN language models on natu-
ral corpora from English and Dutch, and Frank
et al. (2016) find that these models reproduce the
language-specific grammaticality effects observed
in their behavioral experiments (Figure 2). Notably,
however, the English model did not fully reproduce

the strength of the preference for ungrammatical
sentences; it showed lower surprisal in the missing
verb condition, but this difference did not reach
statistical significance.

Futrell et al. (2020) introduce lossy context sur-
prisal (LCS), a model which synthesizes memory-
based and language statistics accounts. The core
intuition is that speakers rely on noisy memory rep-
resentations to predict upcoming words, and the
noisy memory is more likely to recall structures
which are more frequent in their language. There-
fore, even if speakers typically forget 20-30% of
the words in a given sentence context, a German
speaker is more likely to correctly retain multiple
verb-final relative clauses than an English speaker,
simply due to the greater prevalence of such con-
structions in German. Futrell et al. similarly eval-
uate their model on a PCFG-derived corpus, with
the additional manipulation of a forgetting parame-
ter. Their LCS model predicts that, at certain levels
of memory loss, English comprehenders will ex-
hibit the grammaticality illusion, whereas German
comprehenders will not. The LCS model thus pro-
vides, in principle, a memory-based account for
language-specific grammaticality effects (although
cf. Huang and Phillips, 2021).

If the grammaticality illusion in English reflects
memory constraints, however, we would not ex-
pect it to arise from modern Transformer-based
language models (LMs) (Vaswani et al., 2017),
which have drastically larger memory capacities
than the RNNs evaluated by Frank et al. (2016).
Modern LMs have shown some susceptibility to
other language illusions, for instance in processing
negative polarity items (Zhang et al., 2023) and
number agreement (Arehalli and Linzen, 2024). In
terms of memory, however, modern LMs seem to
show superhuman linguistic memory in certain re-
spects (Oh and Schuler, 2023; Oh et al., 2024). The
missing verb illusion, then, presents a key test case
for the language statistics hypothesis: if it truly
reflects language statistics rather than memory lim-
itations, then large modern LMs should reproduce
the preference for ungrammatical double center-
embeddings in English.

3 Methods

3.1 Models and measures

Surprisal We test’ multiple pretrained language
models (LMs), listed in Table 1.We select these

2github.com/kmccurdy/grammaticality-illusion-LMs
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Language Model Family Parameters Training data Reference
Dutch GPT2-S Dutch — GPT 129M 33B de Vries and Nissim (2020)
GPT2-M Dutch GPT 380M
LLaMA?2 Dutch Llama 13B 2B Vanroy (2023)
German GerPT2-L GPT 876M 50B Minixhofer (2020)
BLOOM GPT 6.4B 50B Ostendorff and Rehm (2023)
LEO-LM Llama B 65B Pliister and Schuhmann (2023)
13B
English GPT-BERT-S GPT-BERT  30M 100M Charpentier and Samuel (2024)
GPT-BERT GPT-BERT 119M
GPT2-mini GPT 39M ~2.25B Fagnou (2024)
GPT2 GPT 137M ~15B Radford et al. (2019)
GPT2-L GPT 812M
GPT-Neo GPT 2.728 420B Black et al. (2021)
GPT-J GPT 6B
DeepSeek! DeepSeek 7B 2T DeepSeek-Al et al. (2024)
LLaMA?2 Llama B 2T Touvron et al. (2023)
13B
Multiple 1.3B ~450B EN, .
mGPT GPT 3B 100B DE, 50B NL Shliazhko et al. (2024)
~950M EN, .
LLaMAX Llama 6.74B 900M DE, 590M NL Lu et al. (2024)
EuroLLM Llama 9.15B ~2T EN, Martins et al. (2024)

240B DE, 100B NL

Table 1: Language models used in experiments. ‘Training Data’ refers to language-specific training data in tokens.
Note that all monolingual Dutch and German models are initialized from models pre-trained on English.

models to span a range of sizes and training
regimes, but focus only on models trained on
the language modeling objective, e.g. excluding
instruction-tuned models.

We follow previous work (e.g. Futrell et al.,
2019) in using LM surprisal to measure incremen-
tal processing difficulty. Surprisal is calculated as
the negative log probability of a word® wy condi-
tioned on the sequence of preceding words:

—log P(wry1|wi..1) )]

Lossy Context Surprisal Lossy context sur-
prisal (Futrell et al., 2020) has been proposed
to model language-specific effects of constrained
memory. We use a specific implementation:
resource-rational lossy context surprisal (RR-LCS),
proposed by Hahn et al. (2022). RR-LCS provides
a fully data-driven implementation of LCS, with
only one free parameter: the forgetting rate. Cru-
cially, we can train a range of individual RR-LCS

3Modern LMs are typically trained on a vocabulary of sub-

word tokens rather than words; however, this does not affect
our analysis for reasons discussed in the following section.

model instances at different forgetting rates to sim-
ulate different patterns of working memory engage-
ment. As all aspects of the RR-LCS model are
learned from monolingual corpora, we expect that
this model is capable of learning and reproducing
language-specific effects.

In contrast to standard surprisal, which condi-
tions on an exact word sequence, LCS conditions
on a noisy memory representation of the preceding
context:

—log P(wr1|Mr7) 2

where M is a lossy representation generated from
wy ... wr. At a given forgetting rate, for a given
word sequence wi .7, RR-LCS learns to stochas-
tically retain or delete specific words from M.
Reconstructions of the missing words are then sam-
pled, on the basis of language statistics, from a
reconstruction model, and the overall surprisal of
the noisy sequence is computed using a standard
pretrained language model. We refer the reader to
Hahn et al. (2022) for further details. As RR-LCS
is computationally expensive, we train a limited set
of models for two languages, English and German,
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with the subword version of RR-LCS (McCurdy
and Hahn, 2024). We use BLOOM as the base LM
for German, and GPT2-L as the base LM for En-
glish. We train 3 instances of the RR-LCS model at
forgetting rates 20%, 30%, and so on, up to 80%.*

3.2 Evaluation

Stimuli We evaluate the grammaticality illusion
using the Dutch, German, and English stimuli
developed by Vasishth and colleagues (Vasishth
et al., 2010; Frank et al., 2016). Each stimulus
item appears both as a grammatical double-center-
embedded construction (e.g. 1a) and with an un-
grammatical missing verb (e.g. 1b). Table 2 illus-
trates an additional manipulation: in the English
and German stimuli, subject noun phrases are either
all animate, or the second noun is replaced with an
inanimate object. Vasishth et al. (2010) describe
this manipulation as motivated by interference, but
do not discuss it any further. Frank et al. (2021)
do not reproduce this animacy manipulation, so the
Dutch stimuli only include animate subject nouns.

Critical region We focus on the determiner im-
mediately following the third verb, for reasons illus-
trated by Figure 2. Across all three languages, we
observe the grammaticality effect (in German and
Dutch) or illusion (in English) on the post-verbal
noun phrase, especially the beginning of the phrase
— the determiner. This makes sense: if the reader
expects a third verb, and sees a determiner instead,
this mismatch in expectation should yield higher
RT at this location. We also observe higher RT
on the noun, but this may reflect spillover effects
(e.g. Rayner, 1998). Processing difficulty appears
initially on the determiner; therefore, our analysis
of LM surprisal focuses on this region.

4 Results

4.1 Language model surprisal

Figure 3 shows language model (LM) surprisal
results Dutch and German, including only stim-
uli in the animate condition. Across model sizes,
Dutch LMs show a robust preference for gram-
matical sentences, reproducing the effect found in
human reading times (Frank et al., 2016; Frank
and Ernst, 2019). By contrast, larger German LMs
show higher surprisal for grammatical compared
to ungrammatical stimuli — in other words, they

“We omit deletion rates of 10% and 90% for reasons of
stability, as these models have high rates of invalid output.

DE Multilingual
10.0 °
7.5 9 .

5.0 H : . ¢ =}
m

25

D

?(’L O ® 30

|
T
= e

O el
P RN
NL
12.5
10
10.0 é 2
ol z
7.5 .

25 1.
VoAV Qv ) O
1/6/?// “\/tm P'L» o «\{?&\\;\g;\,\é‘i\,«,%
SN «C VT

Condition m Gramm. m Ungramn

Figure 3: Language model surprisal for animate stimuli
in German (upper) and Dutch (lower), for monolingual
(left) and multilingual (right) models. Models are or-
dered left-to-right by parameter count. Dutch models
consistently prefer grammatical sentences (lower sur-
prisal), while larger German models unexpectedly show
the grammaticality illusion.

show the grammaticality illusion. This is highly
unexpected, as Vasishth et al. (2010) conducted
multiple experiments with German speakers across
different modalities, and never found a preference
for ungrammatical sentences.

While Dutch LMs of all capacities prefer gram-
matical sentences, and German LMs flip from the
grammatical to ungrammatical preference as the
models grow in size, English language models
(Figure 4) show an even more variable trajectory.
Small models trained on human-scale data, such as
GPT-BERT (the top performing model in the 2024
BabyLM competition; Charpentier and Samuel,
2024), do not consistently prefer either condition.
As model size increases, we see the opposite of the
illusion: GPT2 and GPT2-L assign lower surprisal
to the grammatical sentence. This outcome — that
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Language Animacy Example item
English All Animate  The dancer who the singer who the bystander admired...
N2 Inanimate The dancer who the shoe that the bystander admired...
German All Animate  Der Tinzer, den der Artist, den der Zuschauer bewunderte,...
N2 Inanimate Der Ténzer, den der Schuh, den der Zuschauer bewunderte,...
Dutch All Animate  De danser die gisteren de zanger die laatst de toeschouwer bewonderde...

Table 2: Example items by language and animacy. Each item is continued in both the grammatical and ungrammatical
(missing verb) condition. German and English stimuli (from Vasishth et al., 2010) include an animacy manipulation,
in which an inanimate object replaces the second subject noun. The inanimate condition is not included in the Dutch

stimuli (from Frank et al., 2016).
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Figure 4: Grammaticality effects for animate stimuli in English LMs. Models are ordered left-to-right by size.
Medium-sized models (e.g. GPT2) prefer grammatical sentences, while larger models (e.g. DeepSeek, LLaMA?2)

prefer ungrammatical sentences.

English LMs successfully learn the correct syntax
of double center-embedded sentences — is surpris-
ing under the language statistics hypothesis: if the
grammaticality illusion reflects distributional statis-
tics of English, how do GPT2 and GPT2-L learn
to predict a third verb in vanishingly rare double
center embeddings? On the other hand, it’s fully
compatible with the memory account: as LMs grow
in capacity, they can memorize linguistic events of
increasing rarity (Oh et al., 2024) — to align them
with human processing, we need to model memory
constraints, as in (RR-)LCS.

As English LM size keeps increasing, however,
the results become even more complex: larger mod-
els (e.g. GPT2-Neo and GPT-J) lose the grammati-
cal preference, and the largest models we evaluate
(Deepseek, LLaMA2) show the reverse preference
— i.e. the grammaticality illusion. This outcome
reverses our previous interpretation of the hypothe-
ses. The language statistics account now looks like
the decisive victor. Increased exposure to English

language data leads the models to prefer ungram-
matical sentences with missing verbs, and with
parameter counts in the billions, their behavior is
unlikely to reflect general memory limitations.

To compare grammaticality effects across mod-
els, we fit generalized linear mixed-effects mod-
els.> We report the ¢ statistic as a measure of how
reliably each LM distinguishes grammatical from
ungrammatical sentence. In this case, as all mod-
els are evaluated on the same set of stimuli, larger
values for ¢ indicate more consistent differentiation
between the two conditions; for instance, ¢ values
above 2 are often used heuristically to indicate sta-
tistical significance.

Figure 5 plots the results by model size and train-
ing data size, with separate plots for animate and
inanimate stimuli. In English models, we see that
training data size and model size both align with the
puzzling pattern discussed above: medium-sized

>We use the 1me4 library (Bates et al., 2015) in R (R

Core Team, 2023) with the following formula: Surprisal
" Condition + (1|Item).
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Figure 5: Summary of grammaticality effect (measured by ¢-statistic) by language and model size in pre-trained
LMs, plotted by model size (upper) and training data size (lower). Diamond outline indicates multilingual model.
Negative t-value indicates preference for the ungrammatical sentence, i.e. the grammaticality illusion. Dotted lines
indicate approximate significance threshold (|¢| > 2). Trend line fit by generalized additive model (GAM) with 3
basis dimensions. Increased training data exposure drives cross-linguistic divergence: German and Dutch models
increasingly prefer grammatical sentences, while English models increasingly prefer ungrammatical sentences.

models prefer grammatical sentences, while larger
models prefer ungrammatical sentences. In Ger-
man and Dutch, however, we see that model size
may be a misleading measure. A clearer relation-
ship emerges with training data size: the more
Dutch or German data an LM trains on, the stronger
its preference for grammatical sentences. This out-
come appears compatible with the language statis-
tics hypothesis once again — it seems that all mod-
els develop stronger human-like language-specific
preferences with increased exposure to data from
the relevant language. For German, however, we
still have the core mystery of how any LM learns
the ungrammatical preference in the first place,
given that this preference has never been found
in experiments with German speakers.

Finally, we conduct a comparative statistical
analysis using the reading time (RT) data released
by Frank et al. (2016) (Figure 2). For each LM,
we fit a linear mixed effects model® to asses how

®Formula: RT ~ Surprisal + (1|Subject) + (1|Item)

well its surprisal value predicts reading times on
critical regions in Dutch and English. Model fit
was compared using Akaike’s An Information Cri-
terion (AIC). In Dutch, all LMs showed roughly
the same goodness of fit, within a limited AIC
range. For Dutch speakers reading English, bigger
models were better, with both LLaMA models and
EuroLLM showing a relative reduction of roughly
5 units.

4.2 Resource-Rational Lossy Context
Surprisal

Our aim with RR-LCS is to test whether simulat-
ing lossy memory can also induce the grammati-
cality illusion for an LM that does not have it at
the outset. Moreover, we expect RR-LCS to cap-
ture language-specific effects. Futrell et al. (2020)
demonstrate that LCS can handle such effects in
principle, by showing that the model predicts differ-
ent directional outcomes for English and German
— specifically, the grammaticality illusion arises at
a relatively low forgetting rate for English, while
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Figure 6: Grammaticality effects for resource-rational lossy context surprisal (RR-LCS; Hahn et al., 2022) at a
range of forgetting rates for German and English. While the magnitude of the grammaticality effect differs across
languages, both models switch from preferring grammatical to ungrammatical sentences at 60% forgetting.

the same forgetting rate for German predicts the
opposite effect. Although the previous experiment
yielded some unexpected outcomes in both Ger-
man and English, our selected base LMs — Bloom
in German, and GPT2-L in English — prefer gram-
matical sentences from the start. Thus, we expect
that increasing the forgetting rate under RR-LCS
will cause this preference to change, and we expect
that this change will occur at an earlier forgetting
rate for English than for German.

We find that increasing the forgetting rate in
RR-LCS successfully yields the grammaticality il-
lusion for both English and German (Figure 6).
Unexpectedly, the illusion arises at the same for-
getting rate for both languages, even though they
start from very different points. The German model
strongly prefers grammatical sentences for all for-
getting rates up to 50%, then at 60% switches to
favoring the missing verb condition. The English
GPT2-L model also prefers grammatical sentences
at lower forgetting rates, although the preference
is weaker — then, as for the German model, at a
60% forgetting rate it switches to preferring the
ungrammatical construction.

This outcome is somewhat challenging to inter-
pret. On the one hand, it is consistent with the
perspective that general memory limitations can
drive the grammaticality illusion. Previous compu-
tational work has demonstrated this broad conclu-
sion (Futrell and Levy, 2017; Futrell et al., 2020),
but relied upon simulated datasets based on corpus
statistics. To the best of our knowledge, our work is
the first to show that data-driven approximations to
noisy contexts can also produce the grammaticality
illusion with surprisal calculations from modern

neural language models. Neural models trained
on the language modeling objective mirror human
language processing in many respects, suggesting
possible broader cognitive implications.

On the other hand, this outcome does not fully
reproduce a key modeling aim of LCS as presented
by Futrell et al. (2020), which is to account for how
language-specific effects in different directions can
arise under the same memory constraints. Our RR-
LCS model captures language-specific differences
in effect magnitude, as the preference for gram-
matical sentences is weaker in English at lower
forgetting rates; however, it does not reflect the
directional interaction. This could, however, reflect
a technical failure on our part, or other limitations
that may be resolved in future work.

5 Conclusions

In this work, we investigated whether the gram-
maticality illusion seen in behavioral studies of
English speakers reflects language-specific statis-
tics or memory limitations. Using Dutch, Ger-
man, and English LMs, we found evidence for
both. Dutch results match the language statistics
account, and large English models reproduce the
illusion — but mid-sized English and large Ger-
man models show the reverse, which the statistics
account cannot explain. Resource-Rational Lossy
Context Surprisal produces the illusion at high for-
getting rates in English and German, but misses
a key language-specific difference in effect direc-
tion. While neither factor fully captures the rele-
vant human patterns, we find that both influence
how language models process complex sentences.
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Limitations

One key aspect missing from our analysis is a lossy
context model trained on Dutch. We did not antici-
pate that Dutch models would show such a robust
grammaticality preference relative to German mod-
els, such that Dutch provides a better test case for
the interaction of language statistics with RR-LCS.
The time and computational cost of training RR-
LCS models prevented us from conducting this
analysis.

Another limitation of the paper is its focus on
only Germanic languages, when similar grammat-
icality illusions have been found for a typologi-
cally diverse range of languages, such as Spanish,
French, Mandarin, and Korean. Our analysis fo-
cuses on languages for which a range pre-trained
language models are available, but this criterion
likely reflects and reinforces broader inequalities
in which languages are researched.
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