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Abstract

Child-Directed Speech (CDS) holds unique lin-
guistic properties that distinguish it from other
types of textual corpora. Language models
trained using CDS often obtain superior results
compared with the same size of different types
of data. Several studies have aimed at mod-
ifying non-CDS data to mimic its linguistic
properties to match the hypothesized advanta-
geous aspects of CDS. Here, we propose to
adapt the non-CDS portions of the training data
to include questions similar to CDS interaction.
We modify the data by adding artificially gener-
ated questions to the data and methodically an-
alyzing the change in performance using each
modified dataset. Our results show that artifi-
cial question generation strongly depends on
the properties of the original dataset. While
the performance improves for question-related
measures, the overall performance is negatively
affected as a result of the reduced syntactic di-
versity.

1 Introduction

Child-Directed Speech (CDS) records dialogues be-
tween adults and children over daily activities, free
play, book readings, etc. Like other conversational
text data, CDS follows turn-taking social interac-
tion within a shared context. At the same time,
CDS differs from adult-to-adult speech in various
linguistic aspects, such as shorter sentences, limited
types of grammatical constructions, and a limited
number of word types (Cameron-Faulkner et al.,
2003). Despite this seemingly reduced complex-
ity, language models have achieved better perfor-
mance using CDS as training data compared with
the same-sized data from other domains (You et al.,
2021; Mueller and Linzen, 2023a). Following such
findings, previous studies have aimed to mimic
the linguistic properties of CDS to evaluate their
contribution to the model performance (Tsvetkov
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et al., 2016; Edman and Bylinina, 2023; Haga et al.,
2024). Here, we focus on one such aspect of CDS,
namely the high frequency of questions, and ana-
lyze how increasing the rate of CDS-like questions
affects model performance.

Compared with adult-directed conversations,
psycholinguistic studies have found increased fre-
quency of questions in CDS (Cameron-Faulkner
et al., 2003; Newport et al., 2020). Such questions
follow a formulaic structure that may be beneficial
for language acquisition, often starting with the
same word sequence, e.g., “What did...” and “Are
you...” (Cameron-Faulkner et al., 2003). From a
pragmatic point of view, questions serve various
communication goals, such as an opportunity for
clarification, verification, and as an attention getter
(Rowe, 2008; Callanan and Oakes, 1992). Given
the turn-taking nature of the conversation, ques-
tions expand on a current topic, creating a semantic
flow, possible word overlap, and a diverse set of
constructions all relating to a shared topic. These
sets of sentences may create repetitions across suc-
cessive sentences, i.e., variation sets, which have
been shown to support the language acquisition of
children and possibly the training of computational
models (Schwab and Lew-Williams, 2016; Brod-
sky and Waterfall, 2007; Haga et al., 2024). While
questions serve social and pedagogical goals in
natural communication, the linguistic properties of
this conversational tool may explain how it can sup-
port language model training from a computational
perspective.

In this study, we look into the role of child-
appropriate questions by extending the datasets in-
cluded in the Strict-Small data with artificial child-
directed questions (Hu et al., 2024). We first ana-
lyze the use of questions in all subsets of the pro-
vided datasets. We use GPT-5 (OpenAl, 2025)
to generate artificial child-directed questions for
each of the data sources. Since the generation of
questions increases the overall size of the data, we

237
Proceedings of the First BabyLM Workshop, pages 237-245

November 8, 2025 ©2025 Association for Computational Linguistics



down-sample each data set independently to main-
tain the same size of training data as the original
data, while preserving the communicative sequence
of the questions. We evaluate the contribution of
question asking per each data source by methodi-
cally constructing versions of the training data that
replace one data set at a time with the same data
source with artificial questions.

Our results show that, contrary to expectations,
most of the data sources provided as part of the
original training data include a significant num-
ber of questions. However, we find that the lin-
guistic properties of the questions differ from
those observed in the data taken from CHILDES
(MacWhinney, 2000). Moreover, we find that
the question generation varies significantly across
datasets depending on the linguistic properties of
the original dataset. Finally, the data enhanced with
the question data results in better learning of tasks
related to the grammatical constructions of ques-
tions. However, the overall performance for other
linguistic categories decreases. We provide quali-
tative and quantitative analysis that illustrates how
artificial data generation can be a double-edged
sword when the generated linguistic properties di-
verge from natural language and offer directions
for future research.

2 Related Work

2.1 Questions in Child-Directed Speech

The use of questions encourages children to be-
come active in their learning, to engage in turn-
taking, and produce more language (Snow and Fer-
guson, 1977). While Yes/No questions can be used
as an attention getter and verification of understand-
ing, Wh-questions expose children to more com-
plex syntactic structures. Cameron-Faulkner et al.
(2003) find that children repeat the same structures
observed in CDS in the language produced by chil-
dren. They conclude that the repeated expression
through the formulaic question pattern supports the
learning of complex grammar and models its use
in language.

Previous papers have discussed differences be-
tween two types of questions—information-seeking
questions and pedagogical questions (e.g. Bascan-
dziev et al., 2021), which are questions to which
the asker knows the answer, asked for the purpose
of teaching or bringing attention to an intended
target (Daubert et al., 2020; Jean et al., 2019; Yu
et al., 2019). According to previous research by

Daubert et al. (2020); Jean et al. (2019), the use
of pedagogical questions has created specific ef-
fects on the learning processes of young children.
For example, Jean et al. (2019) notes that when
attempting a complex task, children exposed to
pedagogical questions perform a greater number
of hypothesis tests, while Daubert et al. (2020)’s
study revealed that books containing pedagogical
questions improved children’s psychosomatic un-
derstanding more than direct instruction or nothing
at all.

Overall, psycholinguistic findings prompt us to
ask what the role of question asking is not only in
language acquisition, but also in training language
models. We seek to explore the effect of questions
on complex grammar understanding by artificially
increasing the rate of questions in the data.

2.2 Language Models

Child-Directed Speech has been found to support
language acquisition by better fitting the learner’s
needs in its unique linguistic and distributional
properties (Nencheva and Lew-Williams, 2022;
Eaves Jr et al., 2016). Following such findings,
computational models have shown the advantages
of using CDS as training data for Large Language
Models (LLMs) in achieving similar performance
with less data or better performance with the same
amount of data (Eaves Jr et al., 2016; Huebner
et al., 2021; Mueller and Linzen, 2023b; You et al.,
2021). While these studies highlight the potential
of CDS as training data, the amount of available
CDS remains limited compared with the needs of
most LLMs. For example, the NA-English portion
of CHILDES (MacWhinney, 2000), the largest re-
source for CDS, amounts to 14.5M words in the
100M data release of the BabyLLM challenge (Char-
pentier et al., 2025).

Hence, computational models have sought to
artificially generate properties of CDS using non-
CDS data, aiming at replicating CDS effective-
ness. Huebner et al. (2021) has shown that using
age-ordered CDS results in superior accuracy in
learning the underlying grammar. To replicate the
advantage of ordered input, curriculum learning
models construct input streams from non-CDS data
by gradually increasing complexity levels as mea-
sured in word diversity, abstractness, grammatical
complexity, etc. (Tsvetkov et al., 2016). Since
the BabyLLM data (Jumelet et al., 2025) consists of
both CDS and non-CDS data, several studies have
applied curriculum learning to the data, showing
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Dataset Q% Q-MLU Yes/No% Wh% Examples

CHILDES 20.54 4.92 22.84 28.67 “Is he gonna take a bath?”, “What color
s that?”, “yeah?”

BNC 15.15 8.67 19.23 19.40 “Doesn’t he go out on Saturday night?”,
“On the system?”

Gutenberg 7.91 9.77 25.11 28.36 “Is Lady Jane Ashleigh within?”, “What
makes all these bushes grow here?”

OpenSubtitles 17.74  5.38 17.52 31.04 “Can I help you two?”, “Why did you
break up?”

Simple Wiki ~ 0.08 11.71 2.30 25.29 “What Ever Happened to Baby Jane?”,
“London; a multicultural area?”

Switchboard  4.05 6.92 29.44 19.49 “How do you keep up with current

events?”, “You’'re kidding?”

Table 1: Statistical analysis of questions in each dataset:

the percentage of questions out of all sentences, the MLU

of questions in words, the percentage of Yes/No questions vs. Wh-questions, and examples of questions from each

dataset.

some improvement, though models achieved no-
table performance gains by modifying the learning
algorithm or adding new data (Hu et al., 2024).

A complementary approach aims to artificially
create text data that either creates CDS-like tex-
tual content or augments non-CDS data to fit CDS
characteristics. For example, Theodoropoulos et al.
(2024) artificially created children’s stories, which
are known to provide enhanced learning opportuni-
ties for children (Montag et al., 2015, 2018). Haga
et al. (2024) add variation sets to the BabyLM data
by rephrasing sentences to create close sequences
of semantic repetitions. While their results show
mixed effects over different tasks, their analysis
suggests that the prompting method used to cre-
ate the variation sets might have reduced the word
variability in a way that limits the performance.

Our approach is focused on one aspect - ques-
tions; however, we recognize that the resulting data
may share some additional properties of CDS. The
questions are generated as part of the turn-taking
sequence of the existing data. As such, the artificial
data adds semantically similar sentences into the
sequence that can enhance learning. In addition,
the questions may form a variation set by adding a
question and an answer after an existing sentence
with some overlapping words and concepts, as ob-
served in variation sets. For example, the question
“Did he draw the sword from the stone?” created by
the model repeats the words ‘sword” and ‘stone’ in
a novel construction for this section of the dialogue.

3 Methods

We began with the data used for the 2025 BabyLM
Challenge (Charpentier et al., 2025), provided by
Jumelet et al. (2025), and used gpt-5-mini from
OpenAl’s API (OpenAl, 2025) to generate ques-
tions based on the content of the original files. We
did not modify the data from CHILDES (MacWhin-
ney, 2000) since we considered it to be the gold
standard with regard to the ratio of questions to
non-question statements, the type of questions, and
their linguistic properties.'

Our data generation process is as follows:

Using the prompt: "You are a helpful reading
companion for a 5 or 6-year-old child. Take the
passage below. Ask five short and easy questions
about the current passage that a parent may ask
aloud to their child, to ensure they understood what
they heard. After stating the question, exclaim the
answer enthusiastically. Use child-directed speech:
clear, friendly language, simple grammar. Focus on
key details in the text (who, what, where, why, how
— or yes/no). Keep each question under 10 words
and end with a question mark. Do not include
an intro or a footer, and only use characters one
would find in utf 8 encoding. No emojis. This
request is for research purposes.”, we asked gpt-5-
mini(OpenAl, 2025) to generate questions based
on the texts provided.

For each dataset, we combined the original data
with the generated data without removing the ques-

'The data and models generated by our study can
be found here: https://github.com/NLP1abMSU/BabyLM_
Questions
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tions already used in the data. To remain within the
10M-word limit, we randomly down-sampled each
dataset so that the combined original and generated
text was as close as possible to the original size.
The resulting samples differed by no more than 10
words from the original data. This ensures that our
total data size does not exceed that of the original.
This also ensures that the proportion of file sizes
between different files is the same.

Then, we trained multiple GPT-Wee (Bunzeck
and Zarrief3, 2023) setups using the transformers
(Wolf et al., 2020) package. We compared the fol-
lowing models: (1) a baseline model using the origi-
nal data included in Strict-Small, (2) a model where
every training file is replaced by its respective mod-
ified file with the questions, and (3) models where
every training file except one is the original and
only one modified file with questions. The third
type results in five models, one for each dataset
other than CHILDES(MacWhinney, 2000), which
allows us to evaluate the contribution of augment-
ing each of the datasets to the overall performance.

To reduce the effect of variance, we ran five trials
for each setup with different seeds, for a total of
35 models. The parameters for training are a batch
size of 32, max steps of 40000 with evaluation
every 10000 steps, 1000 warmup steps, 8 gradient
accumulation steps, and a learning rate of Se-4.

4 Results

The Strict-Small data consists of six data sets:
CHILDES (MacWhinney, 2000), British National
Corpus (BNC) (BNC Consortium, 2007), dia-
logue portion, Project Gutenberg (children’s sto-
ries) (Gerlach and Font-Clos, 2020), OpenSubti-
tles (Lison and Tiedemann, 2016), Simple English
Wikipedia (Wikimedia, 2023), and Switchboard Di-
alog Act Corpus (Stolcke et al., 2000). We consider
CHILDES as the baseline for question asking in
CDS and thus do not add questions to it or modify it
in the simulation. We first present an analysis of the
distributional properties of questions in CDS and
each of the original datasets, and the augmented
datasets. Second, we present the results using the
original data vs. the augmented data to train our
model.

4.1 Analysis of Question Distribution

Table 1 presents the distributional properties of
questions appearing in each of the datasets in Strict-
Small, including examples for each data. As ex-

pected, CHILDES has the highest percentage of
questions in the data at 20.54%. Moreover, as
expected from CDS, the Mean Length of Utter-
ance (MLU) in words for CDS questions is the
shortest with 4.92 words. We estimate the type of
the question as a Yes/No question or Wh-question
using the opening words of the questions. This
method may overestimate the number of questions
that are neither Yes/No nor Wh-questions since
some questions start with a discourse marker or
opening clause, e.g., “Oh, are you?”. However,
this method follows psycholinguistic findings that
emphasize the role of overlapping prefixes in aid-
ing language acquisition as observed in child pro-
duction (Cameron-Faulkner et al., 2003). We find
that CDS contains 22.84% Yes/No questions and
28.67% Wh-questions.

We randomly sample the questions from each
dataset under each question type category to il-
lustrate the semantic and pragmatic properties of
the questions. CDS contains many Yes/No ques-
tions relating to the semantic context of the ques-
tion to verify understanding. Wh-questions can be
seen used to prompt information seeking and exten-
sion. Finally, verification questions such as “yeah?”
and “she’s poorly?”. Table 1 provides additional
examples from all datasets for the various question
types. While we do not show the percentage of
verification questions directly, many of the ques-
tions that are neither Yes/No nor Wh-questions fall
under this question type.

OpenSubtitles has the closest percentage of ques-
tions to CDS (17.74%) and the closest MLU (5.38
words). However, this data has a much higher rate
of Wh-questions over Yes/No questions and seman-
tic scope that differs from CDS. The BNC dialogue
portion follows the question rate of OpenSubtitles
with 15.15%, but the MLU is higher than CDS with
8.67 words. The Gutenberg data shows the clos-
est distribution of question types to CDS, which is
consistent with its composition of children’s books.
However, the percentage of questions in the Guten-
berg data is much lower than CHILDES, while
the MLU is higher. Finally, both Simple English
Wikipedia, and Switchboard Dialog Act Corpus
have a relatively low rate of questions, which is ex-
pected from Wikipedia as a non-dialog source, but
more surprising from Switchboard. Both datasets
have higher MLU and semantic scope that cannot
be matched with CDS.

Table 2 shows the same distributional properties
for the artificial data. Notably, the dataset contains
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Dataset Q% Q-MLU Yes/No% Wh% Examples

BNC 22.21 10.76 24.74 25.55 “Is this about angles and shapes?”, “Who
is coming to stay?”

Gutenberg 13.39 7.83 22.70 54.33 “Who talked about Pink Pills?”, “Who
came to help Bomba?"

OpenSubtitles 18.64 6.02 18.48 35.42 “Did he draw the sword from the stone?”,
“Who was taken?”

Simple Wiki 6.37 5.85 30.84 68.01 “Was Nezval born in 1900?”, “Who be-
came UN Secretary-General in 2017?”

Switchboard 11.87 8.64 26.72 26.58 “Who went with the kids to see different

colleges?’, “’Did they talk about fly fish-
ing?’

Table 2: Statistical analysis of questions generated by our method: the percentage of questions out of all sentences,
the MLU of questions in words, the percentage of Yes/No questions vs. Wh-questions in each dataset, and examples

of questions from each dataset generated by the prompt.

both the original questions and those generated by
our prompting method, as the original questions
are retained rather than removed. While the rate
of questions increases for all datasets, it remains
lower or similar to the percentage of questions in
CDS. The MLU of the questions varies from 10.76
to 5.85, but does not correlate with the MLU of
questions or sentences in the original data. For
example, the MLU of all sentences in the BNC dia-
logue portion is 10.80, and the artificial questions
are of similar length. The MLU of all sentences
in English Wikipedia is 12.61, but the MLU of the
artificial question is only 5.85. We hypothesize that
the MLU of the generated questions depends on
the semantic properties of the data in addition to
the syntactic ones. However, instead, it seems to
be that topics where you can easily make questions
with “correct answers” given common knowledge,
like “who was George Washington”, had lower Q-
MLUs, whereas conversational corpora like BNC
may result in longer questions since many ques-
tions would require context, i.e. “where did Mom
go after picking the kids up from school”. The arti-
ficial data also contains a much higher rate of Wh-
questions, which could result from the prompt used
to generate the data. We aim to explore prompting
methods that elicit more verification questions in
the future.

4.2 Learning from Question-Augmented Data

Our prompting method creates new questions based
on text data that was already included in the base-
line Strict-Small dataset. Thus, we do not pre-
dict significant changes in the semantic abilities

and world-knowledge over the artificially gener-
ated data, though we hope to further explore these
questions in the future. Instead, we focus our anal-
ysis on the BLiIMP benchmark to evaluate how the
artificial data affects the learning of particular areas
of linguistic knowledge.

Table 3 presents the results for each of the
sub-categories included in the BLiMP benchmark
(Warstadt et al., 2020) and the overall average. We
compare the results using the provided Strict-Small
dataset (on the left), to the data generated by re-
placing all datasets with the same-size version with
an increased rate of questions as explained in Sec-
tion 3 (shown on the right side of the table). In the
middle section of Table 3, we present the results
for changing only one dataset at a time with its
corresponding version with the increased rate of
questions.

The overall performance on the BLiMP bench-
mark is better given the original data. Although the
performance loss is low, it is consistent across sim-
ulations and also consistent with previous methods
of artificial data augmentation such as that from the
study by (Hu et al., 2024). While the overall perfor-
mance was better with the original data, notably, all
individual categories show the best performance for
one of the models based on modifying only one of
the datasets, or the addition of questions to all sub-
sets. This result is somewhat surprising given the
relatively low number of sentences introduced by
each dataset individually. The positive impact of a
single dataset modification confirms our hypothesis
that questions can influence computational training
similarly to their role in language acquisition.

The improvement to some categories can be at-
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10M | BNC Gutenberg OS  Wiki Switchboard | 10M-QA
Island Effects 41.39 | 41.14 40.76 40.17 41.48 40.30 42.55
Anaphor Agreement | 75.97 | 75.51 73.21 79.05 75.53 75.26 70.76
Argument Structure 59.70 | 59.82 60.58 58.44 59.36 59.48 57.16
Determiner-noun Agr. | 74.23 | 73.51 71.85 70.84 74.28 73.38 66.39
Subject-Verb Agr. 58.50 | 58.25 58.44 57.66 58.17 58.70 56.46
Ellipsis 57.55 | 57.32 54.36 57.39 57.97 58.14 54.54
Control/Raising 58.78 | 58.26 59.80 5824 58.14 58.37 59.59
Quantifiers 83.23 | 82.11 81.60 82.17 78.06 82.53 67.70
Irregular Forms 82.64 | 83.56 75.81 82.96 82.10 82.17 74.40
NPI Licensing 54.35 | 54.95 54.03 52.17 51.73 53.67 54.52
Binding 64.85 | 65.20 64.23 64.06 66.23 65.19 64.15
Filler Gap 65.24 | 65.17 65.82 64.82 6551 65.39 66.06
Average 62.13 | 62.01 61.45 61.61 61.91 61.91 59.49

Table 3: Averaged scores in % trained for 40000 steps. Models differ only in training data: (1) 10M Original -
Strict-Small data provided by BabyLM, (2)-(6) 10M original with one dataset switched with a version enhanced
with questions and answers, and (7) all datasets replaced with the versions enhanced with artificial questions and
answers. The top score for every category is marked in bold.

tributed to the type of linguistic challenge captured
by the task. For example, as expected, we observe
a positive impact on the performance for Island Ef-
fects and Filler Gap categories. These results align
with the high rate of Wh-questions generated by
the prompting method. Moreover, the category of
improvement can be analyzed with respect to the
linguistic properties of the datasets before the modi-
fication and the behavior of the question-generation
method for this dataset. English Simple Wikipedia
and Switchboard had the lowest percentage of ques-
tions in the original data and a relatively high MLU.
The modified data for these datasets result in perfor-
mance gains for Determiner-Noun Agr. and Bind-
ing (English Wikipedia) and Subject-Verb Agr. and
Ellipsis categories (Switchboard).

The modified data for the BNC dataset results in
better performance on the Irregular Forms category.
The modified data for the Gutenberg datasets im-
proves the results for Argument Structure and Con-
trol/Rising categories. Finally, OpenSubtitles mod-
ification results in better performance on Anaphor
Agreement. We hypothesize that each of these re-
sults can be explained by considering the linguistic
properties of the specific data set. For example, the
Gutenberg data consists of children’s stories, a type
of data that has been suggested to play an important
role in argument structure learning (Montag et al.,
2015, 2018).

Interestingly, in several categories, the addition
of questions to each subset results in improve-
ment to the score, while adding questions to all

the datasets results in a significant drop. For ex-
ample, 10M-QA scores for Quantifiers and Irreg-
ular Forms are 67.70% and 74.40%, while the top
score for each is 82.53% and 83.56% respectively.
These differences lead to the overall lower score
for the 10M-QA compared with the baseline, de-
spite the benefit of adding questions to each dataset.
We hypothesize that the disadvantage of adding all
questions relates to the difference in the linguistic
properties of the questions in CDS vs. the synthetic
data. We discuss future directions to extend our
analysis in the next section.

5 Discussion

Child-Directed Speech differs from Adult-Directed
Speech in many ways. It has been shown to better
support both language acquisition and computa-
tional modeling. Due to the limited availability
of CDS compared with other datasets, the ability
to generate CDS-like data using Al-generated text
can improve training ability. In this study, we fo-
cused on the increased rate of questions in CDS as
a possible linguistic characteristic that may support
learning. Our results show a positive effect only for
directly related grammatical categories, e.g., [sland
Effects and Filler Gap. Moreover, our analysis of
the data generation shows a potential sensitivity to
the linguistic properties of the data used for prompt-
ing over the prompt itself in guiding the model on
the target generative goal.

Contrary to our predictions that the datasets with
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questions would perform better, our results actu-
ally demonstrated that questions lowered overall
BLiMP (Warstadt et al., 2020) performance, with
the models where every training file had been re-
placed with the enhanced questions data performed
the worst, while the original performed the best.
It should be noted that the best performance for
most BLiMP task categories resulted from the ad-
dition of questions to one of the datasets. However,
none of the datasets consistently improved all tasks
compared to others or to the baseline. Further-
more, this pattern seems to be supported by the
fact that the models in which the augmented file
is relatively small-such as Switchboard (Stolcke
et al., 2000)—performed better than those in which
the augmented file is larger, such as Gutenberg
(Gerlach and Font-Clos, 2020).

To further understand the results, we analyzed
the fine-grained performance on all subtasks
included in the BLiMP benchmark. All trained
models performed generally poorly at deter-
mining when to use “that” vs. a Wh-word
when the verb of which it is an object is far
away, but not when it is directly connected to
the verb of interest. For example, the baseline
model averaged around a 7.62% accuracy score
on the wh_vs_that with_gap_long_distance
benchmark, but a 98.68% accuracy with the
wh_vs_that_no_gap_long_distance benchmark
(Warstadt et al., 2020). The length of the sentence
or the clause does not seem to affect this very
much as the models performed about equally well
on the wh_vs_that_no_gap benchmark and the
wh_vs_that_no_gap_long_distance benchmark
(Warstadt et al., 2020).

One potential cause of the overall degradation in
performance when questions are introduced to the
training data could be that Al-generated questions
may not be the same as the kind of pedagogical
questions and verification questions asked by par-
ents or educators in child-directed speech. Another
possibility is that a high portion of our questions
fell under the Wh-questions category, which may
have reduced the grammatical diversity of the data
overall when modifying all datasets. We observe
that many questions in CDS do not take the syntac-
tic form of questions, but rather rephrase previous
content as a declarative sentence for verification
or clarification. Thus, while CDS offers diverse
training data, the syntactic questions may cause a
bias in the distribution over syntactic forms that
prevents the model from learning all grammatical

categories adequately.

Importantly, although we prompted the model
with the same instructions for all datasets, including
the limitation on question length and complexity,
the model failed to produce consistent linguistic
properties for all questions across all datasets. This
unexpected behavior might be advantageous for lin-
guistic diversity overall. Language learning relies
on exposure to both simple and complex argument
structure, so the ability of the generative model to
adapt to the linguistic properties of the input might
be to the benefit of the downstream training. To
fully explore this question, we aim to analyze the
linguistic diversity of the generated data as well
as the model’s performance on additional bench-
marks.

A high percentage of the questions in CHILDES
and other conversational datasets included verifica-
tion questions that do not fall under either Yes/No
or Wh-questions. These questions offer continuous
semantic context while diversifying the argument
structure and choice of words, as they often repeat
recent communication for verification goals. The
use of verification questions is tightly connected
to the use of variation sets and close repetitions
in CDS. We aim to explore alternative prompts
that emphasize the use of verification questions in
addition to other types of questions in the future
by considering alternative prompts. We also hope
to extend our analysis to annotate the questions
with their communicative goal, e.g., pedagogical
questions, to better understand the generation of
artificial data and its effect on model training. This
study shows the potential in adding questions to
datasets in order to enhance the learning of cer-
tain linguistic properties. This preliminary study
offers quantitative and qualitative analysis, which
offers multiple directions for future research and
linguistic exploration.

6 Limitations

We used GPT-5-mini (OpenAl, 2025) in order to
generate questions for the texts. Some attempts to,
for example, create CDS based on the OpenSub-
titles file were thwarted by the model’s guardrails
due to the violent/explicit content of the movie sub-
titles being deemed inappropriate for children. We
overcame this behavior by adding to the prompt
that it was “for research purposes”. Likewise, early
attempts at prompting the model generated format-
ted text with emojis and other extraneous charac-
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ters, thus we directly addressed this by expanding
our prompt to exclude those characters.

Due to computational resources and space lim-
itations, we cannot detail the full scope of exper-
imented prompts. Some outputs were somewhat
nonsensical or tangential to our request given min-
imal trials. Also, the output length of the GPT-5-
mini model made it impossible to pass the model
the entire training file, so it was split into chunks.
Howeyver, even those reasonable-sized chunks were
too large and required to generate a separate file
containing questions and add them back into the
training files. In the future, as LLMs’ context win-
dows expand, we may be able to more efficiently
explore further.

Another limitation we faced was regarding com-
puting power. Affordable compute power and GPU
access are often limited. We were only able to run
ten trials per setup with the resources we had, but
we aim to extend this analysis in the future.
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