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Message from the Program Chairs

The 18th Workshop on Building and Using Comparable Corpora
(BUCC) @ COLING 2025

In the language engineering and linguistics communities, research in comparable corpora has been
motivated by two main reasons. In language engineering, on the one hand, it is chiefly motivated by
the need to use comparable corpora as training data for statistical NLP applications such as statistical
and neural machine translation or cross-lingual retrieval. In linguistics, on the other hand, comparable
corpora are of interest because they enable cross-language discoveries and comparisons. It is generally
accepted in both communities that comparable corpora consist of documents that are comparable in
content and form in various degrees and dimensions across several languages or language varieties.
Parallel corpora are on the one end of this spectrum, unrelated corpora on the other.

Comparable corpora have been used in various applications, including Information Retrieval, Machine
Translation, Cross-lingual text classification, etc. The linguistic definitions and observations related to
comparable corpora can improve methods to mine such corpora for statistical natural language processing
applications, for example, to extract parallel corpora from comparable corpora for neural machine
translation. As such, it is of great interest to bring together builders and users of such corpora. The aim
of the workshop series on "Building and Using Comparable Corpora" (BUCC) is to promote progress in
this field.

The previous editions of the workshop took place in Africa (LREC 2008 in Marrakech), America
(ACL 2011 in Portland and ACL 2017 in Vancouver), Asia (ACL-IJCNLP 2009 in Singapore, ACL-
IJCNLP 2015 in Beijing, LREC 2018 in Miyazaki, Japan), Europe (LREC 2010 in Malta, ACL 2013
in Sofia, LREC 2014 in Reykjavik, LREC 2016 in Portoroz, RANLP 2019 and RANLP 2023 in Varna,
LREC 2022 in Marseille, LREC-COLING-2024 in Turin) and also on the border between Asia and
Europe (LREC 2012 in Istanbul). Due to the Corona crisis, the workshop was also held online in
conjunction with LREC 2020 and RANLP 2021. The materials of the past workshops and related studies
have also been summarised in a recent textbook from Springer:
https://link.springer.com/book/10.1007/978-3-031-31384-4.

We want to thank all the people who, in one way or another, helped make this workshop once again a
success, especially the COLING workshop chairs, and publication chairs.

Our special thanks go to our invited speakers, Ken Church and Preslav Nakov, and to the members of the
program committee, who did a great job in reviewing the submitted papers under strict time constraints.
Last but not least, we would like to thank the authors and all workshop participants.

Serge Sharoff, Ayla Rigouts Terryn, Pierre Zweigenbaum, Reinhard Rapp January 2025
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Abstract

This paper presents a set of bilingual Standard
Arabic (SA)-Moroccan Sign Language (MSL)
tools and resources to improve Moroccan Deaf
children’s SA skills. An MSL Generator based
on rule-based machine translation (MT) is de-
scribed that enables users and educators of Deaf
children, in particular, to enter Arabic text and
generate its corresponding MSL translation in
both graphic and video format. The gener-
ated graphics can be printed and imported into
an Arabic reading passage. We have also de-
veloped MSL Clip and Create software that
includes a bilingual database of 3,000 MSL
signs and SA words, a Publisher for the in-
corporation of MSL graphic support into SA
reading passages, and six Templates that create
customized bilingual crossword puzzles, word
searches, Bingo cards, matching games, flash-
cards, and fingerspelling scrambles. A crowd-
sourcing platform for MSL data collection is
also described. A major social benefit of the
development of these resources is in relation to
equity and the status of deaf people in Moroc-
can society. More appropriate resources for the
bilingual education of Deaf children (in MSL
and SA) will lead to improved quality of edu-
cational services.

1 Introduction

Research into brain processing of language has
shown that signed and spoken languages occur in
the same region of the brain, but there are differ-
ences according to language modality of represen-
tation (Campbell et al., 2007). This information
has implications for designing Natural Language
Processing (NLP) systems to facilitate Deaf indi-
viduals’ access to education. Consideration must
be given to language input and output modalities
and representations.

Spoken languages rely on audition. Simplisti-
cally stated, to express Standard Arabic (SA) in
written form, we choose letters that are graphic

representations of sounds and put them in that oral
production order. When we choose to record or re-
trieve a word, we can use its spelling and alphabetic
sequence.

On the other hand, if a person must rely on vision
to develop language, visual principles affect how
that language is organized and expressed. Expres-
sion tends to be primarily manual and facial, and
sign languages (SLs) incorporate many techniques
that visually and kinesthetically convey life’s expe-
riences. As a result, to express a sign language, it
must be depicted through graphics, animation, or
video.

Stokoe (1960) coined the terms, chereme and
cherology, from the Greek word χείρ for hand.
He considered a chereme a basic unit of signed
communication, functionally and psychologically
equivalent to the phonemes of oral languages. He
posited that signs can be described primarily by
four cheremes, classified as tab (elements of loca-
tion from the Latin tabula), dez (the hand shape,
from designator), sig (the motion, from signation),
and with some researchers, ori (orientation). Fa-
cial expression and mouthing are also phonemic in
sign language. There have been a few attempts to
develop a written form to describe sign language
(e.g., SignWriting), but these are hardly used or rec-
ognized by Deaf people or their service providers.

2 Deafness and Moroccan Sign Language
(MSL)

According to Morocco’s High Commission of Plan-
ning’s 2014 Census (El Ouazzani, 2015) and a sur-
vey on disability statistics conducted by the Min-
istry of Solidarity, Women, Family and Social De-
velopment in April 2014 (Lkhoulf, 2017) 3.5% of
the population (1,182,681 people) have some de-
gree of hearing loss, 0.2% (56,745 people) have
a profound hearing loss or total inability to hear,
1.0% (347,386 people) have “a lot of difficulty”
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hearing, and 2.3% (778,550 people) have “some”
difficulty hearing. There is, therefore, need for
both SL use and Deaf education. However, educa-
tion of Deaf children in Morocco is very dire. Ap-
proximately 85% do not attend school. Education
beyond sixth grade until recently was unavailable,
and very few are gainfully employed. The plight of
educating Deaf children is further compounded by
other issues (Soudi and Vinopol, 2019).

First, the language of instruction is Ara-
bic/French audio and text-based and without inter-
pretation into MSL unless a volunteer “interpreter”
from a Deaf Association is present. Most Deaf
children use MSL which is an independent gestu-
ral system of communication that does not rely on
audition but does, to a great extent, on the logic of
the visual experience. It is not an interpretation of
SA or spoken vernaculars. It can only be depicted
through graphics, video, or animation. Numerous
studies have demonstrated that teaching Deaf stu-
dents is best achieved bilingually (i.e., through both
their native signed and spoken languages).

Second, there is a lack of well-trained educators
of Deaf children who are familiar with the metacog-
nitive skills essential for effective reading compre-
hension. Those who can communicate with the
children in SL have little training or understanding
about how to make educational content meaningful
to them.

Third, almost no sign language interpreters exist
to help include Deaf children in the regular cur-
riculum with hearing peers. Deaf children who do
attend school are kept in segregated classrooms.
Therefore, there is little opportunity for Deaf chil-
dren to get the breadth of educational information
that their hearing peers have.

3 Bilingual resources for MSL Generation
and SA Skills Vocabulary Building and
Improved Reading Comprehension

In view of the challenges outlined above, the devel-
opment of tools and resources to help Moroccan
Deaf children improve their SA skills and access
to education is badly needed. In this section, we
describe two software programs that we have de-
veloped, namely (i) an MSL generator based on
rule-based machine translation and (ii) MSL Clip
and Create, a set of tools and bilingual resources
for custom creation of MSL-supported instructional
materials for the improvement of SA skills of Mo-
roccan Deaf children.

3.1 MSL Generator

Several studies have demonstrated that a combina-
tion of signed spoken pictures/graphics and com-
prehension of written text can facilitate Deaf stu-
dents’ spoken language skills and provide support
for word recognition (Nielsen et al., 2016; Wil-
son and Hyde, 1997). Wilson and Hyde (1997) re-
ported that the use of Signed English reading books
significantly improves reading comprehension of
Deaf students. Similarly, Nielsen et al. (2016) and
Stryker et al. (2015) argue that the use of Signed
Exact English (SEE) supports the comprehension
of reading by Deaf children.

In this subsection, we describe an MSL Genera-
tor that uses rule-based machine translation (MT).
The system generates sign graphic and video sup-
ports for SA text. Teachers can print the graphics
and incorporate them into reading passages. Edu-
cators of Deaf children can also combine the use
of the Generator with the use of the MSL Clip and
Create software as described below. That software
has sign concepts/images that they can import from
the database and add to the reading text.

Research on sign language machine translation
(SLMT) is novel compared to research on spoken
language MT. Work on SLMT faces some prob-
lems, including the lack of parallel corpora, a for-
mal writing system of SLs, and a standard repre-
sentation format.

Examples of rule-based SLMT systems include
the Zardoz system, which translates English text
into Japanese Sign Language and ASL (Veale et al.,
1998); the Albuquerque Weather System, which
translates from English text to ASL in the weather
forecast domain (Grieve-Smith, 1999): the TEAM
Project (Zhao et al., 2000), which translates English
into ASL; and the Greek-to-Greek Sign Language
System (Kouremenos et al., 2018).

Data-driven approaches to SLMT include, to
name a few, Ebling (2016)’s automatic translation
from German to Synthesized Swiss German Sign
Language and Bauer et al. (1999)’s statistical-based
SL translation system, which translates from rec-
ognized video-based continuous SL (German Sign
Language) to spoken language (German) in the
domain of shopping.

While current SLMT research tends to use data-
driven approaches, most (if not all) existing sys-
tems either translate in a limited domain or are not
actually used by the Deaf Community in real-life
situations. This is largely because data-driven ap-
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Figure 1: MSL Generator Process Logic

proaches require large-scale parallel corpora that,
unfortunately, are not as available for sign lan-
guages as they are for spoken languages (Jiang
et al., 2023). In addition, most systems do not
accommodate SL regional variations.

Using insight gained from previous data-driven
SLMT research experiences, we chose to build
a rule-based MT (RBMT) system. With this ap-
proach, we were able to handle SL regional varia-
tions and word sense disambiguation and enrich the
current MSL database. Another major reason for
choosing a rule-based approach is that it is inclu-
sive of minority or low-resourced languages, such
as MSL. Our approach agreed with Hurskainen and
Tiedemann (2018, p. 1) who argue that “if we use
statistical or neural translation systems, we will
exclude 99.8 percent of languages out of develop-
ment.” They further state that "the current hype on
neural methods still accelerates the break between
the small group of dominant languages and the less-
resourced ones. If we want to avoid the break, we
do not see any other way out than to put efforts
in developing such systems that are affordable for
less-resourced languages.”

RBMT systems generally handle translation by
parsing the source text. The analysis module then
results in an intermediate representation that acts
as input to the generation module that generates
the translation in the target language. Mappings
between lexical items stored in bilingual dictionar-
ies and transfer rules are applied to account for the

linguistic mismatches between the source language
and target language.

Figure 1 shows the MSL Generator logic process.
The input to the MSL Generator is Arabic text that
is tokenized and then processed using:

(i) Buckwalter Arabic morphological Analyzer
(BAMA) (Buckwalter, 2002). BAMA has a
lexicon of 40,648 lemmas and three morpho-
logical compatibility tables used for control-
ling affix-stem combinations.

(ii) Stanford parser1, a statistical parser with pre-
trained models for English, German, and Ara-
bic.

The MSL Generator then looks up every word
in the database. If the word exists in the dic-
tionary, its corresponding sign video and/or
graphic (depending on the user’s preference)
are retrieved. If the word is polysemous, its
distinct meanings are also retrieved and dis-
played on the output screen, each with its
corresponding graphic sign. The user then
chooses the correct meaning. If the word is
not found in the database, the system checks if
it can be found in the Named Entity dictionary.
If it is not found, the system returns “unknown
word” or suggests a possible word(s) based
on the context by asking the user “Did you

1http://nlp.stanford.edu/software/lex-parser.
shtml
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Figure 2: Screenshot of the generation of a sentence that includes a polysemous word

Figure 3: Signed Standard Arabic generation after selection of the correct meaning

mean. . . . . . .”. If all words are found, the user
can display the translation of the Arabic text
either in the form of graphic sign or video
sign.

Figure 2 illustrates the translation of the Ara-
bic sentence T�AFr�� d�w�� 	t� “The boy wrote
the letter.” In this sentence, the word “T�AFr��” is
polysemous. It has three distinct meanings “dis-
sertation,” “letter,” and “mission.” Accordingly, as
can be seen in Figure 2, the system displays the
three distinct meanings, each with its correspond-
ing graphic sign, and asks the user to choose the
intended meaning.

After selection of the correct and intended mean-
ing of the word T�AFr��, the system generates the
corresponding translation of the input text in MSL,
as is shown in Figure 3. Users can also print the

sign graphics output.

We are currently developing fragments of MSL
grammar through a large MSL corpus that is being
created and annotated. We will integrate fragments
of MSL grammar into the Generator as much as
possible.

We are also incorporating another output mode
that will allow MSL Generator to instantly return
a pre-made sign language video or avatar sign se-
quence matching the input text. For this purpose,
we use an XML description language (SiGML),
which is based on HamNoSys notation (Hanke and
Schmaling, 2001), and Lebourque and Geibet’s ges-
ture specification language (GessyCA) (Lebourque
and Gibet, 1999). A system was developed to
convert HamNoSys code of the given word to its
SiGML form, to enable the avatar animation.
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Figure 4: The enhanced version of HamNoSys for the description of signs to animate

To facilitate the animation process, we have cre-
ated a notation keyboard based on an enhanced ver-
sion of HamNosys that is legible and user-friendly.
HamNosys symbols are enhanced with a picto-
rial list of the manual and non-manual markers
as shown in Figure 4. We are in the process of
animating 3,000 SA words in the dictionary used
for the MSL Generator.

3.2 MSL Clip and Create Software
MSL Clip and Create is a set of apps, SL media
assets, and bilingual resources for the customized
creation of MSL-supported instructional material
to improve Deaf learners’s SA skills. The software
includes the following components:

• A bilingual database of 3,000 SA words-MSL
signs. Each sign has a corresponding defini-
tion in both MSL and SA. Two methods were
used to collect data for the database:

(i) Mobile recording studios: In the first
phase, suitable participants from five re-
gions of Morocco (i.e., Souss-Massa,
Rabat-Salé-Kénitra, Tanger-Tétouan-Al
Hoceima, Marrakech-Safi, and Fes-
Meknès) are recruited based on demo-
graphic information collected through
a detailed questionnaire. The latter in-
cludes, inter alia, information on the in-
formants’ sex, age, age of MSL acquisi-
tion, type of Deafness, frequency of use
of MSL, and education. A committee,
consisting of a focal team member and
local coordinators belonging to a major
Deaf association in each region, selects
the candidates for the data lexical elic-
itation task. Following Schembri et al.
(2012), Milroy (1980), and Bayley et al.

(2001), we involve local Deaf signers
from regional associations to both recruit
local informants and lead the data col-
lection process. This method ensures
that the data collection tasks are Deaf-
friendly and adapt to the sociocultural
experiences of the participants. The im-
portance of involving Deaf assistants in
the process of data collection has been
documented in the literature (Harris et al.,
2009; Ladd, 2003; Singleton et al., 2012).
These authors also recommend that the
required informed consent be translated
into the participants’ native language.
This recommendation is particularly nec-
essary in Morocco, where the Deaf com-
munity has very limited spoken language
proficiency. Using this method, we were
able to initially collect 2,200 signs.

(ii) In order to accommodate regional sign
variations across Morocco and to meet
the needs of educators of Deaf children,
we developed a crowd-sourcing platform,
Madrasati-Signs «My school signs» 2

that includes a database of 3,000 words
categorized into 21 domains (i.e, fam-
ily, colors, home, food, clothes, time,
sports and hobbies, body, feelings, ge-
ography, transportation, education, na-
ture and weather, animals, health, math,
business and careers, media and arts,
technology, alphabet, life sciences and
physics). The choice of words is based
on an enhanced version of MacArthur-
Bates Communicative Development In-
ventory Words and Moroccan (STEM)

2https://madrasati-signs.org/
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textbooks (Fenson et al., 2007). Most
words in the database have a correspond-
ing concept. The participants were asked
to record signs for words (and concepts)
in a specific domain using the Madrasati-
Signs platform. The platform is designed
in a similar way as the crowdsourcing
platform AfricaSign (Soudi et al., 2019).
Madrasati-Signs can accommodate the
recording of multiple signs (if any) for
each word3. Where regional variations
exist for a single sign, they are identified
as (sign 1), (sign 2), and so forth. Users
have two input modes:
a. Add their signs by videotaping them

using Laptop/Phone cam. After
their consent, the users’ phone/laptop
cams will be automatically activated,
and they will be asked to provide a
sign for a particular word. They will
then have the possibility of viewing
their sign, and either validate it or
videotape it again. Figure 6 shows
a Deaf signer from Rabat recording
signs in the Home domain.

b. Uploading a video sign if a user al-
ready has it.

For quality assurance purposes, sign contribu-
tions to the platform were restricted to trusted
signers selected by regional Deaf associations.
Madrasati-signs users logged in and described
themselves demographically by region and Deaf-
ness affiliation (e.g., Deaf themselves, have Deaf
parents-CODA).

• MSL Clip and Create also includes a publish-
ing tool for the creation of customized and
printable materials using the graphics in the
database. Users can also import other graph-
ics and photos from their device. Educators of
Deaf children, for example, can import a SA
reading passage from a Moroccan textbook
and support it with graphic signs and concepts
from the database, as is shown in Figure 5.
The user can import as many sign graphics
as they desire in real time. This tool is par-
ticularly useful in education environments in
which textbooks are designed for the hearing

3For the list of words and their corresponding concepts
that were included in the lexical elicitation task, see www.
madrasati-signs.org

Figure 5: A screenshot of the Publisher illustrating an
imported reading passage on Nature with graphic sign
supports from the database

and are not adapted to the needs of Deaf learn-
ers, as in the case of Morocco.

• In addition to the database, and publisher,
the software also has six templates that in-
stantly create bilingual SA-MSL customized
crossword puzzles, word searches, bingo
cards, matching games, flashcards, and fin-
gerspelling scrambles using any graphic signs
of the database. Figure 8 shows a screenshot
of a customized bingo card and fingerspelling
scramble puzzle.

• The software also includes a story-builder that
currently hosts three Hispanic folktales trans-
lated into SA and three stories from a Moroc-
can national SA textbook. Users can view the
story in MSL and/or read the Arabic text. The
latter can be automatically diacritized with a
simple click of a button. This functionality is
necessary for early grade children who still
do not know the grammar of SA and, there-
fore, cannot read it without diacritics. Figure
7 shows a screenshot of one of the stories in
the MSL Clip and Create software.

These tools and resources can be used for
6



Figure 6: A screenshot of a Deaf signer from Rabat recording signs in the Home domain using Madrasati-Signs
platform

Figure 7: A screenshot of one of the Software’s stories

reading-related activities, such as SA vocabulary
building and word recognition in each of the 21
dictionary domains.

4 Broader Impact

In addition to academic benefits, a major social
benefit of the development of these MSL-SA re-
sources is in relation to equity and the status of

Deaf people in Moroccan society. More appropri-
ate resources for the bilingual education of Deaf
children (in MSL and Arabic) will lead to improved
quality of educational and interpreting services for
Deaf people and provide more opportunities for
self-development and employment. Deaf people
who can become more highly qualified and trained
will be in a better position to contribute to society in
different ways, and will be able to achieve greater
recognition, access, and equity in the wider com-
munity. Furthermore, the greater understanding of
MSL and improved resources for MSL teaching,
learning and research can provide an evidence-base
for policy-makers in supporting appropriate edu-
cation, training and services for Deaf children and
adults. In this context, it is worth noting that the
Moroccan Ministry of Education has endorsed our
tools and resources and helped with their free dis-
tribution to Deaf associations across Morocco. The
Ministry is currently investigating establishment
of a teacher of the Deaf training program. These
efforts will help close the gap in education, employ-
ment, and health between Deaf people throughout
their lifespan and their hearing peers.

5 Limitations

As is the case of most other languages, one of the
major limitations of the MSL Generator is the lack
of a comprehensive grammar of MSL. SLs are natu-
ral languages, and they have also developed linguis-
tic systems with a grammar and a vocabulary (John-
ston and Schembri, 2007). However, there is no
other SL that has a reference grammar “that meets
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Figure 8: Screenshots of bingo and fingerspelling tem-
plates

the common standards set by spoken language ref-
erence grammars” (Palfreyman et al., 2015). We
are currently addressing this limitation though the
creation of a large scale MSL corpus which is an
important resource to understand the grammar of
MSL. Data is being collected from a total of 240
Deaf signers from the twelve regions of Morocco.
The dataset, totaling 120 hours of video, is be-
ing/will be translated, of which 10 hours are being
annotated, and tagged using EUDICO Linguistic
Annotator (ELAN). Fragments of MSL grammar
will be incorporated into MSL Generator. The cor-
pus creation will also enrich the SA-MSL database
and help understand the sociolinguistic situation
of MSL by investigating factors, such as the mul-
tilingual linguistic environment, gender, regional
variation, family and education.

6 Conclusion

This paper has presented a set of SA and MSL
tools and resources calculated to improve Moroc-
can Deaf children’s SA skills. We have described
two self-developed resources that are intended to

help Deaf learners improve their SA skills. MSL
Generator enables educators of Deaf children to
enter Arabic text and generate its corresponding
translation in both MSL graphic and video formats.
The generated graphics can be printed and imported
into an Arabic reading passage. We have also de-
scribed MSL Clip and Create software, which in-
cludes a database of 3,000 SA words and MSL
signs, a Publisher for the incorporation of MSL
support into Arabic reading passages, and six Tem-
plates that create customized crossword puzzles,
word searches, Bingo cards, matching games, flash-
cards, and fingerspelling scrambles.

Helping Deaf children improve their SA skills is
challenging and requires a strong long-term com-
mitment, particularly in light of the lack of re-
sources available in their native sign language.
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Abstract

As the number of treebanks within the
same language family continues to grow,
the importance of establishing consistent
annotation practices has become increas-
ingly evident. In this paper, we evaluate
various approaches to annotating Turkic
postverbial constructions across UD tree-
banks. Our comparative analysis reveals
that none of the existing methods fully
capture the unique semantic and syntactic
characteristics of these complex construc-
tions. This underscores the need to adopt a
balanced approach that can achieve broad
consensus and be implemented consistently
across Turkic treebanks. By examining the
phenomenon and the available annotation
strategies, our study aims to improve the
consistency of Turkic UD treebanks and
enhance their utility for cross-linguistic re-
search.

1 Introduction

As the Universal Dependencies (UD) project
(Nivre et al., 2016, 2020) continues to grow, the
need for consistent annotation practices across
treebanks has become increasingly evident, es-
pecially for languages within the same language
family. The Turkic language family, with its
rich morpho-syntactic categories and aggluti-
native morphology, poses unique challenges for
annotation. Despite the availability of several
Turkic UD treebanks, inconsistencies in anno-
tation schemes often hinder meaningful com-
parisons and cross-lingual studies, highlighting
the necessity for a standardized approach.

Previous studies have emphasized inconsis-
tencies in the annotation of Turkic languages,
particularly in morphological features and de-
pendency relations (Tyers et al., 2017). These
include challenges in part-of-speech (POS) tag-
ging, morphological features (Taguchi, 2022),

and pronominalized locatives (Washington
et al., 2024).

The development of the first UD treebank for
Uzbek and the challenges faced during annota-
tion prompted us to investigate a specific issue:
the annotation of Turkic postverbial construc-
tions. These constructions, which pair a con-
verb with a postverb, convey nuanced meanings
related to aspect or actionality. The dual role of
postverbs — functioning both as grammatical
markers and as independent verbal predicates
— complicates their representation within the
UD framework. Ensuring consistency while
accurately reflecting the unique semantic and
syntactic structure of postverbial constructions
is difficult.

In this paper, we evaluate multiple ap-
proaches to annotating Turkic postverbial con-
structions across eleven UD treebanks of seven
Turkic languages, as shown in Table 1. This
issue is particularly critical given the variation
not only across Turkic languages but also within
the treebanks of a single language.

Our analyses and suggestions contribute to
improving the consistency of Turkic UD tree-
banks and enhancing their value for cross-
linguistic research.

The remainder of this paper is organized
as follows. Section 2 provides background in-
formation on Turkic postverbial constructions.
Section 3 presents a detailed analysis of four
annotation approaches: adverbial clause
modifier, clausal complement, auxiliary
and compound. Section 4 offers recommenda-
tions for standardizing annotations, and Sec-
tion 5 concludes our findings with implications
for future work on Turkic UD treebanks.
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Treebanks sent tok genre
No. of postverbial

constructions
Azerbaijani-TueCL (Eslami and Çağrı Çöltekin, 2024) 109 663 grammar ∼ 4

Kazakh-KTB (Tyers and Washington, 2015) 1078 10536 news, fiction, wiki ∼ 24
Kyrgyz-KTMU (Benli, 2020) 2480 23654 news, fiction ∼ 60

Kyrgyz-TueCL (Chontaeva and Çağrı Çöltekin, 2024) 145 1001 grammar ∼ 30
Tatar-NMCTT (Taguchi et al., 2022) 148 2280 news, non-fiction ∼ 6
Turkish-BOUN (Türk et al., 2021) 9761 125212 news, non-fiction ∼ 100
Turkish-GB (Çağrı Çöltekin, 2015) 2880 17177 grammar ∼ 3
Turkish-Kenet (Kuzgun et al., 2022) 18687 178658 grammar N/A
Turkish-Penn (Cesur et al., 2022) 16396 183555 news, non-fiction N/A

Uyghur-UDT (Eli et al., 2016) 3456 40236 fiction ∼ 80
Uzbek-UT (Akhundjanova, 2024) 500 5850 news, fiction ∼ 70

Table 1: Eleven Turkic UD treebanks representing seven languages selected for our comparative study.

2 Turkic Postverbial Constructions

Turkic languages use verbal constructions made
up of a converb followed by an auxiliary verb,
also called a ‘postverb’ (Ağcagül, 2004) or
‘postverbial constructions with auxiliary verbs’
(Johanson, 2021, 36-37). In these constructions,
the converb provides the main lexical meaning,
while the postverb, having lost much of its orig-
inal meaning, primarily carries grammatical
information like person, mood and tense. It
also refines the description of the action, as
in Kyrgyz kel-ip tur (lit. ‘coming stand’),
which means ‘to come regularly.’ The postverb
adopts the converb’s argument structure, form-
ing a single grammatical unit.

This structure bears similarity to Indo-
European preverbal units, where a non-
inflecting element precedes a verb stem, forming
a unified lexical unit. Preverbs typically mod-
ify or refine the verb’s lexical meaning, adding
spatial, directional, or aspectual nuances. For
instance, in Sanskrit pra gacchati (lit. ‘forth
goes’), the meaning is ‘he goes forth’ (Booij
and Van Kemenade, 2003).

The following kinds of verbs can occur as
the auxiliary element in postverb constructions
of various Turkic languages: tur-/dur- ‘stand
(up)’, yat-/yot-/jat- ‘lie (down)’, oltur-/otur-
/o‘tir- ‘sit (down)’, kel-/kil-/gel- ‘come’, ket-
/git- ‘go’, bar-/bor- ‘go’, al-/ol- ‘take’, ber-/bir-
/ver- ‘give’, ı̈d-/yubor- ‘send’, etc (Ağcagül,
2004, 7).

Postverbs typically convey two types of func-
tions:

1. Actional modification: Postverbs modify
the actional meaning of the lexical verb by
specifying qualitative or quantitative properties

such as suddenness (1) and thoroughness (2)
(Ağcagül, 2004, 7), as in the following examples:

(1) Uzbek

ayt-ib
say-CONV

qo‘y-di-m
put-PST-1SG

‘I blurted out’ (lit. ‘saying put’)

(2) Uyghur

Oq-up
read-CONV

č̈ıq!
emerge.IMP

‘Read from beginning to end!’ (lit. ‘reading
emerge’)

2. Phase specification: Postverbs indicate
different phases of an action, including its
initial or final stages, as well as its continuity
(Ağcagül, 2004, 7), as illustrated in the
examples below:

(3) Turkish

yaz-ıp
write-CONV

dur-du
stand-PST.3SG

‘s/he kept writing’ (lit. ‘writing standed’)

(4) Uzbek

Manzil-ga
destination-DAT

yet-ib
reach-CONV

qol-di-k
stay-PST-1PL

‘We are about to reach the destination.’ (lit.
‘destination.to reaching (we) stayed’)

3 Existing Annotation Approaches

We examine four existing approaches to anno-
tating Turkic postverb constructions, outlining
the arguments for and against each. These ap-
proaches include treating them as adverbial
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Şan derslerine gidip duruyor
singing lesson.PL.DAT go.CONV stand.3SG
NOUN NOUN VERB VERB

nmod obl advcl

root

‘S/he keeps going to singing lessons.’
(a) Annotation for gidip dur.

Sinemaya gidip güzel bir film seyretsek
cinema.DAT go.CONV nice one movie watch.CND.1PL

NOUN VERB ADJ DET NOUN VERB

obl

advcl

amod
det obj

root

‘Let’s go to the cinema and watch a nice movie.’
(b) Annotation for gidip.

Figure 1: The converb gidip is used in two different structures, but tagged with the same label in the
Turkish-GB treebank.

shëir ögitip qoyaymu ?
poem teach.CONV put.FUT.1SG.INT
NOUN VERB VERB PUNCT

obj xcomp

root

punct

‘Shall I teach (you) a poem?’
(a) Annotation for ögitip qoy.

Ауылына келгендей қуанып кеттi
village.POSS.DAT come.PST.GER rejoice.CONV go.PST.3SG

NOUN VERB VERB VERB

nmod

advcl

xcomp

root

‘S/he was happy as if s/he had come to his village.’
(b) Annotation for қуанып кет.

Figure 2: Annotation of the converb as xcomp in Uyghur and Kazakh.

clause modifier (3.1), clausal complement
(3.2), auxiliary (3.3), and compound (3.4).
Additionally, we find instances of mixed ap-
proaches in certain treebanks (3.5).

3.1 Adverbial clause modifier: advcl

One approach to addressing this issue is to an-
notate the converb as advcl and the postverb
as the head, as shown in Figure 1a. This
method has been adopted in the Turkish tree-
banks listed in Table 1.

However, this annotation is not ideal. The
advcl tag is generally reserved for clauses func-
tioning as modifiers that express temporal,
causal, conditional, or similar relations. In Tur-
kic postverb constructions, the converb does
not serve as a modifier to the postverb. In-
stead, it forms an integral part of the verbal
phrase, contributing essential lexical meaning.
Annotating the converb as advcl misrepresents
its role, inaccurately suggesting that it has a
subordinate function relative to the postverb.
This approach fails to capture the grammati-
calized and semantically unified nature of these
constructions. For comparison, see Figure 1b,
which shows a true adverbial clause modifier
using the same converb gidip, contrasted with
the postverbial construction in Figure 1a.

3.2 Clausal Complement: xcomp and ccomp

Another option is to tag the converb as xcomp
(see Figure 2a for Uyghur and 2b for Kazakh)
or ccomp (see Figure 3 for Kyrgyz) and the
postverb as the head. This method is not plau-
sible, because the two elements of postverbial
constructions do not function as independent
predicates, nor do they exhibit the syntactic
independence typical of an xcomp or ccomp rela-
tion. In these relations, the complement clause
is subordinate to the main predicate (head)
and lacks its own subject, relying on an exter-
nal argument for subject control. However, in
postverbial constructions, the converb is not a
subordinate clause but rather an integral part
of a compound verb.

3.3 Auxiliary: aux

Tagging the converb as the head and the
postverb as aux can be a reasonable approach in
some contexts. See Figure 4a from Azerbaijani-
TueCL, Figure 4b from Kyrgyz-TueCL and Fig-
ure 5 from Tatar-NMCTT. However, there are
important considerations and potential limita-
tions depending on the specific properties of
the language.

On the one hand, the converb carries the
primary lexical meaning, making it appropriate
to treat it as the head. This reflects its domi-
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Газетаны окуп чык да , мен келгенде айтып бер .
newspaper.ACC read.CONV emerge and , I come.PART.LOC tell.CONV give

NOUN VERB VERB CCONJ PUNCT PRON VERB VERB VERB PUNCT

obj advcl

ccomp

mark punct

nsubj

advcl

ccomp

root

punct

‘Read the newspaper and tell me when I come.’

Figure 3: Annotation of окуп чык with advcl and айтып бер with ccomp.

n@ vaxt g@l@ bil@rsiz ?
when time come.SBJV know.PRS.2PL
PRON NOUN VERB AUX PUNCT

det obl

root

aux punct

‘When can you come?’
(a) Annotation for g@l@ bil.

Дениз уктап калган эле
Deniz sleep.CONV stay.PST.3SG be.PST.3SG
PROPN VERB AUX AUX

nsubj

root

aux

aux

‘Deniz had fallen asleep.’
(b) Annotation for уктап кал.

Figure 4: Annotation of the converb as a head and the postverb as aux.

nant role in encoding the core action or state
of the clause. Postverbs are often grammatical-
ized to indicate auxiliary-like functions, which
aligns with the typical aux tag. Treating the
postverb as aux captures its secondary gram-
matical function and reduced lexical meaning.
In both Azerbaijani and Kyrgyz treebanks, this
approach is applied based on the classification
of auxiliaries in their respective languages. In
the Azerbaijani treebank, independent verbs
like bil ‘know’ and ol ‘become’ are tagged with
AUX POS, and Kyrgyz-TueCL treebank has a
larger list of auxiliaries: жат, кал, ал, бол, кой,
кет, тур, etc. Tatar treebank (Taguchi et al.,
2022) also indicates that the finite verb in gram-
maticalized converb constructions is marked as
AUX.

On the other hand, in other Turkic lan-
guages, postverbs often retain independent,
non-auxiliary uses as lexical verbs and appear
as heads of their own clauses with full argument
structures. For example, compare the following
two Uzbek sentences:

(5) Uzbek

yomg‘ir
rain

qor-ni
snow-ACC

eri-t-ib
melt-CAU-CONV

yubor-di
send-PST.3SG

‘The rain melted the snow away.’

(6)

xat-ni
letter-ACC

ber-ib
give-CONV

yubor-di
send-PST.3SG

‘S/he gave/sent the letter away.’

In (5), the postverb yubordi ‘sent’ marks the
immediate completion of the action expressed
by the converb eritib ‘melting’. In (6), both
berib ‘giving’ and yubordi ‘sent’ retain their
independent meanings, and serve more like a
serial verb construction (compound:svc). For
this reason, in Uzbek, about 27 verbs that can
be used as auxiliaries to form postverbial con-
structions are classified as VERB, not AUX and
the aux relation is restricted to modal and cop-
ular verbs, and may not extend to aspectual
or actionality markers. Hence, this approach
would overload the aux with elements that do
not fit its traditional definition.

3.4 Compound

The final approach is to use a compound rela-
tion, as shown in the Uzbek-UT example in
Figure 6. Postverb constructions are akin to
compound verbs, where all elements contribute
to forming a single lexical unit. However, we
acknowledge that the compound label does not
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укытучыларны мәктәпләрдә тотып калу өчен , халык тарафыннан яхшы мөнәсәбәт кирәк .
teacher.PL.ACC school.PL.LOC hold.CONV stay.INF for , people side.POSS3.ABL good attitude necessary

NOUN NOUN VERB AUX ADP PUNCT NOUN NOUN ADJ NOUN ADJ PUNCT

obj

obl

obl

aux

case

punct

nmod

nmod

amod nsubj

root

punct

;

‘In order to retain teachers in schools, good public attitude is needed.’

Figure 5: Annotation of тотып калу as aux.

Epidemiya davrida vaziyat har tomonlama o‘rganib chiqildi .
pandemic period.LOC situation each sided study.CONV emerge.PASS.PAST

NOUN NOUN NOUN DET ADV VERB VERB PUNCT

nmod

obl
nsubj

compound

advmod

compound

root

punct

‘During the epidemic, the situation was thoroughly studied.’

Figure 6: Annotation of o‘rganib chiq as compound.

fully reflect the postverb’s desemanticized and
auxiliary-like role. Tagging the converb as
compound:lvc (light verb construction, LVC)
instead could be a partially plausible option.
In such verbal constructions, the verbal or non-
verbal predicate provides the main semantic
content like converbs in our case, while the
light verb contributes grammatical information,
resembling postverbs. The compound:lvc rela-
tion highlights the grammaticalized nature and
auxiliary function of the postverb while still ac-
knowledging the converb as the core semantic
contributor. It aligns with the principle that
LVCs combine a semantically strong element
with a semantically weak verb.

The limitation of this approach is that Turkic
postverb constructions are highly grammatical-
ized, often to the point where the postverb func-
tions more like an auxiliary than a light verb.
As a result, using the compound:lvc might not
fully capture this advanced stage of grammati-
calization.

3.5 Mixed Approaches

The inconsistency in annotation methods
within the same language or treebank may stem
from several factors.

Firstly, distinguishing postverbial construc-
tions from superficially similar multiverb con-
structions can be challenging. This often in-
volves determining whether the second verb

functions as a lexical verb or an auxiliary. For
instance, as illustrated in (6), verbs like yubor
may carry the lexical meaning ‘to send’ or mod-
ify an actional content, as in ‘to do immediately
and easily.’ So, the phrase ber-ib yubor (give-
CONV send) can be interpreted either as the
lexical action ‘to send,’ i.e., ‘to send through
someone,’ or as an actional modification of ber
(‘to give’), meaning ‘to give immediately.’

Secondly, combinations of postverbial con-
structions can further complicate analysis. For
example, in Uzbek, the phrase yoz-ib ber-a
qol (write-CONV give-CONV remain) com-
bines yoz-ib ber (‘to write for someone’) with
qol (‘to remain’) to mean ‘to start writing for
someone’ (Kononov, 1960, 268).

Such ambiguities significantly complicate
both analysis and annotation. For instance,
in the Kyrgyz-KTMU treebank, two postver-
bial constructions within the same sentence are
analyzed differently. As shown in Figure 3,
оку-п чык (read-CONV emerge) ‘to read thor-
oughly’ is annotated with the advcl relation,
whereas айт-ып бер (tell-CONV give) ‘to tell
somebody’ is annotated with the ccomp rela-
tion. Similar inconsistencies are also observed
in several Turkish treebanks.
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Approach Treebank Head Type Cross-linguistic
Applicability

Compliance with
UD Guidelines

Frequency in
Treebanks

advcl

Turkish-BOUN
Turkish-Penn
Turkish-Kenet
Turkish-GB

Kyrgyz-KTMU

postverb no no high

xcomp/ccomp Uyghur-UDT
Kazakh-KTB postverb no no medium

aux
Azerbaijani-TueCL

Kyrgyz-TueCL
Tatar-NMCTT

converb yes yes low

compound Uzbek-UT postverb yes yes low

Table 2: Summary of annotation approaches for Turkic postverb constructions, detailing head type,
cross-lingual applicability, compliance with UD guidelines, and the frequency of each approach across
treebanks.

A miniszter fel akarja menteni Kovácsot
DET minister up want.PRES.3SG save.INF Kovácsot.ACC
DET NOUN ADV VERB VERB PROPN

det nsubj

compound:preverb

root

xcomp obj

‘The minister wants to exonerate Kovács.’
(a) Annotation for a Hungarian preverbal construction.

Мен адасып кеттiм
I confuse.CONV go.PST.1SG

PRON VERB VERB

nsubj

root

compound:postverb

‘I got lost.’
(b) Annotation for a Kazakh postverbial construction.

Figure 7: Possible annotation of a postverbial construction using compound:postverb, analogous to
compound:preverb.

4 Discussion

The summary of the approaches described in
Section 3 with their advantages and disadvan-
tages is given in Table 2.

Tagging the converb as an adverbial clause
or clausal complement while assigning the
postverb as the head misrepresents the tight
syntactic and semantic integration of Turkic
postverb constructions. Although these two
methods highlight that the converb conveys
the primary lexical meaning, and are relatively
common among Turkic treebanks, they do not
fully adhere to UD guidelines or cross-linguistic
annotation practices.

Tagging the converb as the head and the
postverb as aux can be a reasonable approach
in some contexts. In many languages, auxil-
iaries are desemanticized elements that support
the main verb. This pattern can apply to Tur-
kic postverbs when they primarily serve gram-
matical functions. However, in some Turkic
languages, they might retain sufficient lexical

meaning or syntactic independence to argue
against classifying them as auxiliaries. For in-
stance, if postverbs retain a significant degree
of lexical meaning, a different relation such as
compound:lvc or compound:svc might be more
accurate.

Each of these methods has its strengths and
limitations. A potential alternative could be
to introduce a new language-specific subtype
relation, such as compound:postverb, mirror-
ing the logic behind the compound:preverb
relation used in the Hungarian treebank
(Vincze et al., 2010). This approach would
avoid the misapplication of generic relations
like compound. Figure 7 illustrates the
proposed compound:postverb relation along-
side the Hungarian example annotated with
compound:preverb.

5 Concluding Remarks

We agree that the best approach to annotating
Turkic postverbial constructions depends on
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the specific properties of the language and the
constraints of the annotation framework. Based
on our analysis, the compound approach seems
to be the most suitable, but we propose a dedi-
cated subtype, compound:postverb, to balance
semantic accuracy, syntactic clarity, and cross-
linguistic comparability within the UD frame-
work. We emphasize the importance of col-
laborative discussions among UD contributors,
including cross-lingual and cross-treebank ex-
changes, to ensure robust annotation guidelines.
In the future, we plan to organize a shared task
within a UD Working Group to identify the
optimal solution and validate the proposed an-
notation approach. Consistent tagging across
languages and treebanks will strengthen the
universality of UD, support typological linguis-
tic studies, and foster cross-lingual applications
in natural language processing (NLP).
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Veronika Vincze, Dóra Szauter, Attila Almási,
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Abstract

First, we will argue for the need for fully
transparent open-source large language mod-
els (LLMs), and we will describe the efforts
of MBZUAI’s Institute on Foundation Mod-
els (IFM) towards that based on the LLM360
initiative. Second, we will argue for the
need for language-specific LLMs, and we
will share our experience from building Jais,
the world’s leading open Arabic-centric foun-
dation and instruction-tuned large language
model, Nanda, our recently released open
Hindi LLM, and some other models. Third,
we will argue for the need for safe LLMs,
and we will present Do-Not-Answer, a dataset
for evaluating the guardrails of LLMs, which
is at the core of the safety mechanisms of
our LLMs. Forth, we will argue for the
need for factual LLMs, we will discuss the
factuality challenges that LLMs pose. We
will then present some recent relevant tools
for addressing these challenges developed at
MBZUAI: (i) OpenFactCheck, a framework
for fact-checking LLM output, for building
customized fact-checking systems, and for
benchmarking LLMs for factuality, (ii) LM-
Polygraph, a tool for predicting an LLM’s
uncertainty in its output using cheap and
fast uncertainty quantification techniques, and
(iii) LLM-DetectAIve, a tool for machine-
generated text detection. Finally, we will ar-
gue for the need for specialized models, and
we will present the zoo of LLMs currently be-
ing developed at MBZUAI’s IFM.
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Abstract

Satire detection is essential for accurately ex-
tracting opinions from textual data and com-
bating misinformation online. However, the
lack of diverse corpora for satire leads to the
problem of stylistic bias which impacts the
models’ detection performances. This study
proposes a debiasing approach for satire de-
tection, focusing on reducing biases in training
data by utilizing generative large language mod-
els. The approach is evaluated in both cross-
domain (irony detection) and cross-lingual (En-
glish) settings. Results show that the debiasing
method enhances the robustness and general-
izability of the models for satire and irony de-
tection tasks in Turkish and English. However,
its impact on causal language models, such as
Llama-3.1, is limited. Additionally, this work
curates and presents the Turkish Satirical News
Dataset with detailed human annotations, with
case studies on classification, debiasing, and
explainability.

1 Introduction

There are no universally agreed definitions for
satire, sarcasm, and irony in NLP literature. How-
ever, Cambridge Dictionary1 defines satire as a
way of criticizing people or ideas in a humorous
way, especially in order to make a political point.
Whereas sarcasm is defined as the use of remarks
that clearly mean the opposite of what they say,
made in order to hurt someone’s feelings or to crit-
icize something in a humorous way. Moreover,
irony is related to the use of words that are the op-
posite of what you mean, as a way of being funny.
The overlaps in these definitions cause different
studies to use these terms interchangeably, and bor-
row ideas from other studies (Barbieri et al., 2014;
Van Hee et al., 2016a, 2018; Carvalho et al., 2020).

1https://dictionary.cambridge.org/dictionary/
english

At first glance, it might not be very apparent
why detecting satirical content is important. How-
ever, with the increased usage of social media,
the primary source of news and information for
many people has become the shared news articles
in their social media feeds. Even though this makes
the information more accessible, it can also cause
misinformation to spread at fast rates (Allcott and
Gentzkow, 2017; Aïmeur et al., 2023). It is not un-
common for regular social media users to take fake
or satirical content as the truth (Wu et al., 2019),
which is specifically problematic when it comes to
news content. Hence, satire detection can offer a
solution to this misinformation problem since auto-
mated detection of satirical content can be used to
create automated warnings that inform social media
users about the reliability of a piece of information.

For the last couple of years, with the rise of
LLMs, an improvement in the performance of NLP
tasks has been seen in the literature (Li et al., 2022).
Even though recent studies have demonstrated high
performances for satire, sarcasm, and irony classi-
fication tasks using multilingual LLMs, it remains
unclear whether these concepts are represented
similarly across different languages and domains
(Ortega-Bueno et al., 2023; Maladry et al., 2023).

Moreover, focusing on a data-centric approach
when training LLMs also raises problems since it
is not easy to find a diverse set of resources for low-
resourced languages (Doğru et al., 2018; Hangya
et al., 2022; Acikgoz et al., 2024) or specific tasks.
For example, annotating data that can be labeled
as satirical, sarcastic, or ironic requires extensive
human labor. Instead, automatic data collection
processes may be employed, and the data would be
collected from a limited number of sources that are
already known to belong to the target label. As a
result, this creates stylistically unbalanced corpora
to be used to train and fine-tune LLMs. This may
result in a bias or misalignment in the model (Xu
et al., 2024). In other words, potential stylistic bias
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Figure 1: The proposed debiasing pipeline

in the curated dataset impacts the robustness of the
models that use these datasets during training and
fine-tuning.

This work aims to reduce the effect of stylis-
tic bias stemming from a single-sourced satirical
corpus, proposing a debiasing method that utilizes
generative LLMs to reduce the stylistic bias of the
instances in the biased corpus.

The proposed method works by generating satir-
ical texts that are stylistically more natural, mak-
ing the generated corpus more parallel to the non-
satirical corpus. This method is demonstrated on
a curated dataset for satirical news detection in
Turkish. Our contributions can be summarized as
follows:

• Curating the Turkish Satirical News Dataset
with human annotations, and analyzing its
stylistic bias and usability2,

• Proposing a debiasing pipeline (Figure 1) for
combating stylistic bias and improving model
generalizability,

• Analyzing the cross-lingual and cross-domain
performance of Turkish satire detection model
for irony and English.

2 Related Work

Starting in the early 2010s, the related literature
began to focus on the problems of binary detection
for satire, sarcasm, and irony. Earlier works gen-
erally utilize traditional supervised learning meth-
ods such as Support Vector Machine (SVM) or
Naive Bayes (NB) based classifiers and propose
different feature extraction methods for different
languages and tasks (Buschmeier et al., 2014; Bar-
bieri et al., 2014; Van Hee et al., 2016b; Pamungkas
and Patti, 2018; Baloglu et al., 2019; Ozturk et al.,
2021; Onan and Toçoğlu, 2020). Another approach

2https://github.com/auotomaton/satiretr

explored in the earlier studies is utilizing neural
network based architectures such as LSTM (Long-
Short Term Mermory) networks (Wu et al., 2018;
Zhang et al., 2019a). Later works started to utilize
transformer architectures such as BERT (Bidirec-
tional Encoder Representations from Transformers)
(Devlin et al., 2019a) and reported improved results
(Buyukbas et al., 2021).

In the last couple of years, newer studies have
focused more and more on multimodal approaches
and LLM-based models. In their study, Tomás et al.
(2023) explore the irony detection performance of
transformer-based models with both textual and
visual inputs. On the other hand, Lin et al. (2024)
combines transformer-based models with prompt
engineering to improve the irony detection perfor-
mance, specifically focusing on different features
of the text.

A recurring problem in the literature for the
aforementioned tasks is the lack of labeled data
and openly available datasets. There are curated
datasets for irony detection (Van Hee et al., 2016a)
and sarcastic news detection (Barbieri et al., 2014)
but they are mostly in English. Even though some
other datasets curated for other languages do exist
(Ortega-Bueno et al., 2019; Xiang et al., 2020; Oz-
turk et al., 2021; Ghanem et al., 2020; Joshi et al.,
2017), they are much smaller than the available
English corpus for irony, sarcasm, and satire.

Literature on irony, satire, and sarcasm detection
also includes studies utilizing explainable artificial
intelligence (AI) and interpretable machine learn-
ing (ML) methods (Buyukbas et al., 2021) such as
LIME (Local Interpretable Model-Agnostic Expla-
nations) (Ribeiro et al., 2016) and SHAP (SHapley
Additive exPlanations) (Lundberg and Lee, 2017)
or proposing task-based structures to understand
model decisions (Shu et al., 2019). These studies
aim to analyze the model decisions to improve the
performance, fairness, and generalizability of the
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model, as well as reduce the bias of the model.
With the advancements in generative LLMs,

there have been studies utilizing them to augment
training data or synthetically generate data from
scratch, to overcome the shortness of training data
available for a diverse set of tasks (Hangya et al.,
2022; Long et al., 2024).

A couple of works have tried to utilize this data
generation approach to overcome biases in datasets.
Qian et al. (2021) focus on dataset bias and propose
a framework for debiasing using counterfactual
inference. They show that their approach improves
the effectiveness, generalisability, and fairness of
the classifier. In another study, Schlicht et al. (2024)
utilize conversational LLMs to reduce textual bias
in news articles. Their findings show that even
though they are compelling in some cases, they
tend to leave out vital and contextual information
during the debiasing process.

Differing from the existing works, this work ex-
plores the effects of synthetically generated data on
debiasing binary classifiers trained on low-resource
languages, focusing on satire detection in Turkish.
We propose a debiasing pipeline that aims to im-
prove the cross-lingual and cross-domain perfor-
mance of a model trained on a stylistically biased
dataset.

3 Dataset

One contribution of this study is to curate an open
dataset for satire and satirical news detection in
Turkish. Utilizing the satirical news publication Za-
ytung3 and Turkish news agency Anadolu Agency
(AA)4, Turkish Satirical News Dataset is curated.

3.1 Curation of Turkish Satirical News
Dataset

As a source of satirical news articles, the Turk-
ish satirical news publication Zaytung is used. By
crawling the Zaytung website archive, 2825 satiri-
cal articles are collected with timestamp, title, body
and header image information. To improve the
representative nature of the dataset, articles dated
before 2014 are discarded.

As a source of non-satirical news articles, AA
archives are crawled between the dates 2022-2023,
and 4781 articles are collected with id, title, sub-
title, author, date, category, header image, city,
body and tag information.

3https://zaytung.com/
4https://www.aa.com.tr/

The final dataset includes 2202 SATIRICAL and
4781 NON-SATIRICAL articles. Additionally, 40 of
the SATIRICAL instances have word-by-word hu-
man annotations aiming to capture the effect of
each word on the satirical meaning of the article.
The annotation process and a case study compar-
ing the annotations with model explanations are
presented in Appendix A and B.

The curated dataset is available publicly on
GitHub5 for other researchers’ use. The GitHub
repository also includes the debiased articles gener-
ated from the Zaytung corpus, described in Section
4. All data is scraped from publically available
sources and Zaytung has specifically been reached
for consent to use their articles.

3.2 Bias Analysis
Since both the SATIRICAL and the NON-SATIRICAL
corpora are taken from a single publication each, it
might be expected to see a stylistic and statistical
bias that results in an easily separable dataset. This
may result in classifiers that are trained using such
datasets to become biased for the style elements of
the corpus instead of identifying satire/non-satire
indications of the text. One simple way to observe
this is by conducting statistical analysis on both the
SATIRICAL and NON-SATIRICAL corpora.

3.2.1 Average Word and Sentence Count
A primary statistical analysis is performed and re-
ported in Table 1 to better understand the data in-
stances. It can be seen that SATIRICAL corpus
has an average of 329 words per instance and
44 sentences per instance. On the other hand,
NON-SATIRICAL corpus has an average of 313
words per instance and 43 sentences per instance.
Even though the numbers are close, on average, we
see that the SATIRICAL corpus has more words per
sentence.

Statistic SATIRICAL NON-SATIRICAL

avg #of words 329 313
avg #of sentences 44 43

Table 1: Statistics of the Turkish Satirical News Dataset
by corpus

3.2.2 Top 10 Words
To have a general idea about the content of
the news belonging to both the SATIRICAL and
NON-SATIRICAL corpora, top-10 terms are ex-
tracted per label by TF-IDF (Term Frequency - In-

5https://github.com/auotomaton/satiretr
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Label Top 10 Words
SATIRICAL almak (take), bir (one/a),

demek (say), etmek (make),
gelmek (come), iş (work/job),
olarak (being), vermek (give),
türkiye (Turkiye), yapmak (do)

NON-SATIRICAL ülke (country), yıl (year),
açıklama (explanation),
ifade (expression),
fotoğraf (photograph),
spor (sport), bölge (region),
başkan (president),
konu (issue), çalışmak (work)

Table 2: Statistics of the Turkish Satirical News Dataset
by Top 10 Words

verse Document Frequency) scoring. These terms
are shown in Table 2. It is visible that the top 10
words for the SATIRICAL and NON-SATIRICAL cor-
pora do not have any words in common. This also
follows the idea that the tones of the two corpora
are different.

4 The Proposed Debiasing Method

Bias introduced from the style of the source of the
corpus is a serious concern that is hard to eliminate
without extensive human annotation. This is specif-
ically prevalent in fairly low-resource languages
(Shen et al., 2024) and text qualities such as satir-
ical, sarcastic, or ironic meaning (Maladry et al.,
2023; Ortega-Bueno et al., 2023). Using a single
source as a corpus makes the models more prone
to bias. Hence, this study proposes the debiasing
pipeline utilizing LLMs for generating less biased
counterparts of texts.

4.1 Pipeline Design

The debiasing pipeline proposed in this work uti-
lizes prompt engineering and synthetic data gener-
ation to remove the effect of the bias coming from
the heavily stylistic language of the SATIRICAL cor-
pus. The proposed pipeline is created to improve
the usability of the curated dataset, however, we
believe the pipeline can be generalized for any bi-
ased dataset by adapting the generation prompts
according to the task and the bias.

The debiasing pipeline, summarised in Figure 1,
generates a new set of data to be used to replace
the training instances from the biased corpus. In
the scope of this work, the stylistically biased data
in the train set is the SATIRICAL class coming from
the scraped Zaytung corpus.

4.2 Generating "Debiased" Articles Using
Prompt Engineering

This subsection goes over the prompt engineering
and debiased instance generation using sample arti-
cles translated so that it will be easier for readers
to follow. The original Turkish articles and Turkish
prompts are available in Appendix C. In this study,
the data generation is done via the GPT web inter-
face, ChatGPT6. However, the generation pipeline
can easily be automatized by using the OpenAI
API to fully automate the debiasing process. The
following two prompts are used to generate stylisti-
cally less biased articles:

Prompt 1: "I will give you a satirical news ar-
ticle, and I will ask you to remove the satirical
elements step by step. First, identify the sentences
that need to be removed from the news, and then
rewrite the news with those sentences removed.
Article text:"
Prompt 2: "I will give you a text, and I want you
to rewrite it by translating the satirical sentences
into a more straightforward language.
Article text:"

The first prompt, Prompt 1, asks the generative
LLM to identify the satirical elements in the text
and rewrite the article by excluding them. On the
other hand, Prompt 2 asks the generative LLM to di-
rectly rewrite the article by modifying the sentences
with satirical meaning to have a more straightfor-
ward language. Both prompts put the generative
LLM to test in terms of its language understanding.

First, consider Sample Article 1 and the article
generated from it using Prompt 1, shown in Figure
2. Even though the prompt clearly asks for the
removal of satirical elements, the satire created by
the fake social media expectation narrative is still
present in the generated article. However, we see
that the style of the writing is less exaggerated. This
makes Prompt 1 a good candidate for generation in
some cases.

On the other hand, consider Sample Article 2 and
the articles generated from it using both Prompt 1
and Prompt 2, shown in Figure 3. It can be seen
that Prompt 1 removes most of the sentences con-
tributing to the satire in the text which significantly
reduces the satirical meaning of the overall article.
Without background knowledge about the finan-
cial situation revolving around Turkish Lira (TL),
the article becomes vaguely satirical or even non-
satirical to the uninformed reader. However, the

6https://chatgpt.com/
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NASA Announces Termination of Mars Program Due to Photos Not Reaching Expected Like Counts. . .
The American Space Agency NASA is facing troubled days due to the photos sent by the Perseverance rover following its landing on Mars.
NASA’s one-ton Rover-type spacecraft, Perseverance, landed successfully on Mars’ Jezero Crater at 15:55 Eastern Time on Thursday after a journey of
approximately 7 months. However, 24 hours after the landing, when NASA officials shared the first photos from the red planet on their Instagram account, they
expressed surprise and disappointment over the comments they received. The photos, which were expected to garner at least 10 million likes, only managed to
accumulate 2 million, leading to significant disillusionment within the community.
Comments such as "Did you send an iron to Mars to take these photos?", "You’d think they’d put a decent camera on it", and "There was no need to go all the way
to Mars for this, we could have sorted it out in Yozgat city center" were particularly hurtful, according to James Watzin, Director of NASA’s Mars Program.
Watzin admitted, "What’s truly upsetting is that our followers are absolutely right. Honestly, we weren’t satisfied either. If it wasn’t our own rover, we wouldn’t
have liked those photos. It’s just not appealing. . . "
Watzin pointed out that the photos failed to receive as many likes as a makeup-free selfie by Cardi B, noting, "If we don’t receive something like a group of
Martian mating photos in the next few days, it seems impossible to reach the number of likes needed to cover the program’s costs. The effort we put in seems to
have missed its mark. Why did this happen? Did we choose the wrong cameras? Is Mars itself not photogenic? These are questions that need answering." He
announced that the Mars program will be put on hold until the source of the issue is understood.

(a) The original article, translated to English
The American Space and Aeronautics Agency NASA is going through difficult days due to the photos sent after the Perseverance rover successfully landed on
Mars. Contrary to expectations, NASA officials encountered low engagement on social media following the successful landing of the Mars program. Program
director James Watzin admitted that the lack of expected interest has led to disappointment and that the program has been deemed a failure. The Mars program has
been paused to understand the source of the problem.

(b) Generated article, translated to English

Figure 2: Debiasing of Sample Article (1) with Prompt 1

The Crisis in LUNA is Growing: It Has Been Revealed to Have Lost Value Even Against the Turkish Lira...
Following a 99.8% loss in value, where Terra Luna Coin dropped from $64 to $0.20 within two days, bad news continues to emerge. After this dramatic drop that
shook the cryptocurrency market, Do Kwon, CEO of Terraform Labs, released a statement today. He noted that their investigation revealed Luna had lost value
not only against the US dollar but also against the Turkish Lira. Kwon said, "Everything we thought couldn’t happen in the last two days has happened. I am very
sorry."
Kwon explained that the realization came during a meeting he held to boost the team’s morale, saying, “I gathered the team to give a motivational speech along the
lines of ‘Look, it’s not so bad. At least we are still gaining value in TL terms.’ I hadn’t felt the need to check if we were worse off compared to TL. That was the
real mistake.” He shared that the painful truth became apparent when they opened the graph on the screen.
“At that moment, half the team left the building. We still can’t reach them. The remaining team members are just looking around the office to see if there’s
anything left to sell,” Kwon described the current situation at Terra Labs. The experienced CEO also mentioned that they expect the depreciation of the TL to
eventually surpass Luna, whether due to some absurd move by Turkey or the Central Bank of the Republic of Turkey depleting its remaining foreign currency
reserves. He added that he has not neglected to give optimistic messages for the future.

(a) The original satirical article, translated to English
Terra Luna Coin has experienced a significant loss in value in recent days. Terraform Labs CEO Do Kwon stated that their investigation revealed that Luna has
lost value not only against the US dollar but also against the Turkish Lira (TL). This situation has caused a morale decline among company employees. Kwon
expressed that in the short term, they expect the depreciation of the TL to surpass that of Luna.

(b) Generated article with Prompt 1, translated to English
In the past two days, Terra Luna Coin has experienced a 99.8% loss in value, dropping from $64 to $0.2, and bad news continues to emerge. Following this major
drop, Terraform Labs CEO Do Kwon stated in a recent announcement that they have found evidence that Luna has lost value not only against the US dollar but
also against the Turkish Lira. Kwon said, "Everything we didn’t expect to happen in these last two days happened. I’m very sorry."
Kwon mentioned that they realized the situation during a meeting he organized to boost the team’s morale. "I wanted to tell the team, ’At least we’re gaining value
against the TL,’ but I hadn’t checked the situation. That was the real mistake," he said. He also mentioned that they faced the harsh reality when they opened the
chart.
"During the meeting, half of the team left the building, and we still can’t reach them. The rest are just looking for things to sell in the office," Kwon said. He also
noted that in the short term, the loss of value of the TL might surpass that of Luna, and he did not forget to provide an optimistic message for the future.

(c) Generated article with Prompt 2, translated to English

Figure 3: Debiasing of Sample Article (2) with Prompt 1 and Prompt 2

generated article with Prompt 2 can still be classi-
fied as satirical easily, while stripped from some of
the more dramatic and stylistically strong phrases
(e.g. "...absurd move by Turkey or the Central
Bank of the Republic of Turkey..." etc.). This makes
Prompt 2 also a good candidate for generation.

Another successful example that shows an
original-generated article pair generated using
Prompt 2 can be seen in Appendix C. With these
explorations done on the prompts and their perfor-
mances, both prompts are used during the genera-
tion process of 200 debiased articles.

4.3 Comparing Generated and Original
Articles

The proposed debiasing method is expected to keep
the satirical value of the articles while making them

stylistically less biased. To check if this is the case,
two analyses are conducted.

Firstly, the generated articles are checked man-
ually (by one annotator) to see if they still can be
classified as SATIRICAL. Additionally, they are an-
alyzed to see if the original context of the article is
still understandable or if some of the context (such
as the events, relationships between people, and
such) has been lost during the generation process.
It is seen that:

• Out of the 200 articles, 29 of them can be
labeled as NON-SATIRICAL by an unsuspect-
ing reader with not enough knowledge of the
Turkish political landscape. 7

7Authors are aware that this definition of such a reader is
highly subjective. This statistic is obtained to have a surface-
level understanding of the quality of the generated content.

23



• Out of the aforementioned 29 articles, all 29
of them differ from their original counterparts
with a loss of important contextual informa-
tion, such as the total erasure of events or peo-
ple occurring during the generation process.

• Out of the aforementioned 29 articles, 28 of
them are generated with Prompt 1. Since
Prompt 1 explicitly asks the model to remove
satirical sentences, it is understandable to see
a major loss in contextual information. This
also points to Prompt 2 as being a better op-
tion for article generation.

As a second way of verifying whether the con-
tent of the articles in the corpus is maintained, the
BERTScore (Zhang et al., 2019b) evaluation met-
ric, which calculates the pairwise semantic similar-
ity of tokens in the given pair of sentences using
BERT’s contextual embeddings, is employed. We
used the BERTurk model for extracting contextual
embeddings and the cosine similarity of the orig-
inal sarcastic news and the debiased counterparts
is 0.6852 (in terms of F1-binary). This similarity
score implies that the debiased text mostly retains
the original content.

5 Experiments

The experiments were conducted on 4 Nvidia
A6000 GPUs. We employed three training strate-
gies to evaluate the proposed debiasing pipeline’s
effectiveness.

5.1 Models and Parameters

We employed multilingual BERT (Devlin et al.,
2019b), BERTurk (Schweter, 2020), XLM-
Roberta-large (Conneau et al., 2020) and Llama-
3.1-8B-Instruct (Dubey et al., 2024) models for
conducting the experiments. These models were
mainly selected because they were also pre-trained
in Turkish. Llama-3.1-8B is a generative causal
language model and we used sampling-based de-
coding to make predictions. As a result, for some
test cases, the model’s inferences do not comply
with the expected labels and we reported the rate
of nonresponses in Table 3. The samples where
the model failed to return any labels were excluded
during the evaluation of the models on the test sets.

During the training, we randomly selected 10%
of the training data for validation. A grid search
was conducted to explore the following hyperpa-
rameters: learning rate 2e-5, 5e-5, 1e-4 and batch

Dataset COMBINED BIASED DEBIASED
Zaytung 0.009 0.002 0.000
Onion 0.013 0.207 0.030
IronyTR 0.057 0.012 0.002

Table 3: Rate of nonresponses of Llama-3.1-8B-Instruct
model

size 8, 16, 32. The best results, as determined
through this process, are reported in Section 5.3.
All models were trained on the training datasets for
two epochs.

For the Llama-3.1 model, we set the sequence
length to 2048, while for other models, the maxi-
mum sequence length was set to 512. Additionally,
we employed QLoRA (Dettmers et al., 2024) for
training the Llama model, with the LoRA rank and
LoRA alpha set to 32 and the LoRA dropout to
0.05. We used the Adam optimizer with a cosine
scheduler and trained the models with fp16 preci-
sion.

5.2 Training Setups and Test Datasets

The models were trained on three different setups
as follows (illustrated in Figure 4):

BIASED: 200 instances from the SATIRICAL cor-
pus and 200 instances from the NON-SATIRICAL
corpus in Turkish Satirical News Dataset (detailed
in Section 3) are selected.

DEBIASED: Same sets of instances as the BI-
ASED setup are selected first, then the selected
SATIRICAL instances are passed through the pro-
posed debiasing pipeline. Final DEBIASED setup
includes 200 instances from the SATIRICAL cor-
pora and 200 instances from the NON-SATIRICAL
corpora, where the SATIRICAL instances are debi-
ased stylistically.

HYBRID: To have an intermediate setup be-
tween BIASED and DEBIASED, the same 200
SATIRICAL instances are selected, but only 100
of them are passed through the debiasing pipeline.
Hence, the final HYBRID setup consists of 200
instances from NON-SATIRICAL corpora, 100 in-
stances from original SATIRICAL corpora, and 100
instances from debiased SATIRICAL corpora.

After training, the models were evaluated in
same-domain, cross-domain, and cross-lingual set-
tings using the following test datasets:

Zaytung + AA: All instances from the Turk-
ish Satirical News Dataset that are not used in
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Figure 4: Training setups in the experiments

the training sets are included in this test set.
Hence, this set consists of 4581 instances from
the NON-SATIRICAL corpora and 2002 instances
from the SATIRICAL corpora of the Turkish Satiri-
cal News Dataset.

The Onion + HuffPost: A fairly balanced set
of 29000 English news article headlines from the
American satirical news website the Onion8 and
HuffPost9, taken from the openly available News
Headlines Dataset For Sarcasm Detection10.

IronyTR: IronyTR (Ozturk et al., 2021) is a
Turkish social media irony detection dataset an-
notated by humans. It contains 300 Turkish ironic
short texts and 300 non-ironic social media posts.
This dataset is used to evaluate the cross-domain
performance of the models trained under different
settings.

5.3 Results

Table 4 presents the fine-tuning results of the se-
lected language models on the BIASED, DEBI-
ASED, and HYBRID setups which were evaluated
on the Zaytung test set. According to the results,
for each model except the Llama-3.1-8B, the BI-
ASED setup achieved the highest F1-macro score.
Since the training and test sets are from the same
domain and the writing styles of the satirical and
non-satirical news are significantly different, the
outcome is expected. However, the proposed debi-
asing pipeline significantly reduced the F1-macro
score across all language models. This reduction
is attributed to the pipeline’s goal of changing the
writing style and diminishing the sarcastic tone in

8https://theonion.com/
9https://www.huffpost.com/

10https://www.kaggle.com/datasets/rmisra/
news-headlines-dataset-for-sarcasm-detection/
data

the texts, by making it more challenging for the
models to differentiate between non-satirical and
satirical news.

Secondly, Table 5 presents the cross-lingual eval-
uation results where the models trained on the Turk-
ish dataset were tested using The Onion dataset.
The results show that, except for Llama-3.1-8B, the
proposed debiasing approach positively improved
the F1-macro scores. In other words, the XLM-
RoBERTa model achieved the highest score on
the HYBRID dataset, which includes debiased in-
stances, while the BERT models performed best on
the DEBIASED setup.

Finally, Table 6 presents the models’ perfor-
mance in a cross-domain setting using the IronyTR
dataset which contains ironic and non-ironic so-
cial media posts. Since the social media posts
are short texts, whereas the training instances are
long-form news articles, the models’ performance
was significantly lower than the results in Table
4. The proposed debiasing pipeline positively im-
pacted the BERTurk and XLM-RoBERTa models;
however, the highest F1-macro scores for multi-
lingual BERT and Llama-3.1-8B were observed
in the BIASED setup. While the Llama-3.1-8B
model achieved its best F1-macro scores on both
The Onion and IronyTR datasets using the BIASED
setup, the scores were very close to those obtained
in the other setups.

5.4 Discussion

Following the DEBIASED training, the masked
language models demonstrated improved robust-
ness in both cross-lingual (see Table 5) and cross-
domain settings (see Table 6). However, for the
Llama-3.1-8B model, BIASED training achieved
the highest score, though the margin compared to
other setups was minimal. More specifically in
Table 5, BIASED setup outperformed DEBIASED
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BIASED DEBIASED HYBRID
Models accuracy precision recall f1-macro accuracy precision recall f1-macro accuracy precision recall f1-macro

berturk 93.50% 93.95% 93.50% 92.56% 78.74% 77.90% 78.74% 72.26% (-20.30%) 90.52% 90.45% 90.52% 88.41% (-4.15%)
mbert-base 95.23% 95.59% 95.23% 94.53% 56.11% 56.21% 56.11% 56.01% (-38.55%) 94.68% 94.66% 94.68% 93.68% (-0.85%)
xlm-roberta large 97.83% 97.86% 97.83% 97.39% 93.61% 93.96% 93.61% 92.01% (-5.38%) 96.63% 96.73% 96.63% 95.90% (-1.49%)
llama-3.1-8B 67.26% 84.18% 67.26% 67.14% 65.28% 83.79% 65.28% 65.21% (-1.93%) 89.21% 91.40% 89.21% 88.17% (+21.03%)

Table 4: Evaluation on Zaytung + AA dataset

BIASED DEBIASED HYBRID
Models accuracy precision recall f1-macro accuracy precision recall f1-macro accuracy precision recall f1-macro

berturk 48.44% 48.09% 48.44% 47.78% 52.38% 52.68% 52.38% 52.37% (+4.59%) 50.41% 51.39% 50.41% 49.56% (+1.78%)
mbert-base 49.29% 48.44% 49.29% 47.34% 55.02% 56.26% 55.02% 54.49% (+7.15%) 56.08% 58.26% 56.08% 49.27% (+1.93%)
xlm-roberta large 52.45% 73.32% 52.45% 34.58% 56.53% 56.43% 56.53% 55.09% (+20.51%) 63.36% 63.72% 63.36% 62.34% (+27.76%)
llama-3.1-8B 70.95% 71.39% 70.95% 70.70% 69.54% 72.63% 69.54% 68.81% (-2.14%) 64.87% 66.36% 64.87% 63.23% (-7.72%)

Table 5: Evaluation on The Onion + HuffPost datasets

BIASED DEBIASED HYBRID
Models accuracy precision recall f1-macro accuracy precision recall f1-macro accuracy precision recall f1-macro

berturk 53.10% 53.28% 53.10% 52.67% 59.46% 60.81% 59.46% 58.01% (+5.34%) 51.59% 51.58% 51.59% 51.56% (-1.11%)
mbert-base 62.48% 64.51% 62.48% 61.23% 56.11% 56.21% 56.11% 56.01% (-5.22%) 58.29% 58.41% 58.29% 58.08% (-3.15%)
xlm-roberta large 52.93% 55.27% 52.93% 46.43% 64.99% 70.61% 64.99% 62.56% (+16.13%) 68.01% 68.77% 68.01% 67.72% (+21.29%)
llama-3.1-8B 64.58% 64.59% 64.58% 64.55% 62.58% 70.90% 62.58% 58.69% (-5.86%) 64.83% 64.98% 64.83% 64.47% (-0.08%)

Table 6: Evaluation on the IronyTR dataset

setup by 2.14%, while in Table 6, it outperformed
the HYBRID setup by 0.08%. This performance
in BIASED setups for LLama can be attributed to
the model’s pretraining knowledge. In other words,
articles from The Onion, HuffPost, and instances of
IronyTR might have been included in the pretrain-
ing data for the Llama model. Furthermore, Llama
significantly outperformed the masked language
models on The Onion + HuffPost dataset, further
suggesting potential exposure during pretraining.
Lastly, on HYBRID setup, XLM-RoBERTa outper-
formed the BIASED setup on both cross-lingual and
cross-domain evaluations (see Table 5 and Table 6)
with a significant margin. This result indicates that
combining biased and debiased articles contributes
to the model’s robustness.

6 Conclusions

The problem of satire detection demands a human
in the loop by its nature since the labeling process
cannot be automated. The only automatization pos-
sible is finding a satirical resource (such as Zaytung
for Turkish) and assuming all scraped content is
satirical by default. Unfortunately, this causes the
data to be biased stylistically and trickles down this
bias to the model where the model learns to identify
the style of the corpus instead of the satire.

This work proposes a debiasing method utilizing
LLM-based text generation within ethical limits.
We show that generating data that is stylistically
neutral to replace the biased data in the training
set decreases the model performance significantly
and improves the cross-lingual and cross-domain

robustness of the model for satire detection in Turk-
ish. However, additional experimentation is needed
to see if this method is generalizable as a debias-
ing method for different language tasks. Yet, the
obtained results are promising to demonstrate the
applicability of the proposed method.

7 Limitations

We tested a limited number of models which may
not fully capture the variability across different
models and configurations. Furthermore, there is
a potential risk that some dataset instances may
overlap with the training data of the LLMs (espe-
cially for the Llama-3.1-8B model) which could
bias the evaluation results. Moreover, for the Zay-
tung dataset, the text field exceeded the sequence
length of the masked language models (for BERT
and RoBERTA). Therefore, we cropped the text
fields for such instances.

It should also be noted that, using LLMs, specif-
ically generative LLMs, ethical and environmental
concerns should always be kept in mind. Gener-
ating textual data is an ethically convoluted topic,
and should not be taken lightly. We believe that
LLM-generated data should not be contextualized
as if a real human has generated that content. These
concerns may be limiting factors for the scalability
of this study.
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A Curating Human Annotations

As is, the satirical class of the Turkish Satirical
News Dataset is labelled as satirical since it is
known to be collected from a satirical online news-
paper. However, it is not analyzed to see what
properties of the news articles make them satirical
in the first place.

To extend the usability fields of the curated
dataset and obtain more information about the satir-
ical corpus in the dataset as a baseline for explain-
ability tasks, a subset of the SATIRICAL instances
are further annotated by a human annotator. The
annotation process is as follows:

1. The main annotator goes through the whole
article body and identifies the REAL and FAKE
parts.

2. The REAL and FAKE markings are done accord-
ing to the objective facts and events. The an-
notator is asked to fact-check and cite related
information as needed.

3. Four volunteers from different age demo-
graphics cross-check the annotations to have
a higher coverage of news landscape knowl-
edge.

4. News articles with annotations that have a
unified agreement are accepted, the rest is dis-
carded.

Finally, the human-annotated corpus consists of
40 satirical articles. Three selected annotations are
shown in Figures 6a, 7a, and 5a. The red text stands
for the FAKE parts of the article, whereas the blue
parts are marked as REAL.

B Comparing Model Explanations with
Human Annotations

The curated Turkish Satirical News Dataset in-
cludes human annotations for 40 SATIRICAL ar-
ticles for utilizing explainable AI and interpretable
ML methods on trained models. However, to draw
a comparison between the human annotations and
model explanations, it is needed to define a relation
between satirical and fake content. Considering the
nature of satirical news articles, it is assumed that
the parts that are labeled as FAKE in the annotation
are likely to contribute to the satirical meaning of
the article. This can be in the form of a fake person,
a fake quote, or a fake event.

Similarly, the parts that are annotated to be REAL
are less likely to contribute to the overall satire in
the text. For example, the event described in an
article may be real, therefore it can be annotated
as REAL, but there may be a fake quote in the rest
of the article that contributes to the satirical mean-
ing. Following these parallels, a binary classifier is
trained on Turkish Satirical News Dataset, and the
model decisions are explained using SHAP.

The SHAP (Lundberg and Lee, 2017) explain-
ability method uses Shapley values to understand
the relative importance of different features for a
prediction instance of a model. In other words, it
assigns importance values to the features relative
to each other that show their weight in the final
decision.

As a binary classifier model to be explained us-
ing SHAP, BERTurk (Schweter, 2020) is fine-tuned.
Later, SHAP-based explanations are extracted from
the model. Three selected articles that have been
classified correctly and have also been annotated by
the human annotator are compared. One of these
comparisons is reported in this section, and the
other two are discussed in detail in Appendix B,
with English translations for all three articles.

The selected explanation is shown in Figure 6b,
and its human-annotated counterpart is shown in
Figure 6a. The red highlights in the human anno-
tation stand for the parts of the texts that are anno-
tated as FAKE and the blue highlights specify the
parts that are annotated as REAL. Similarly, for the
SHAP output, red highlighted parts are explained
as the important parts of the texts that the classi-
fier focuses on when identifying a data instance as
SATIRICAL. Blue highlights in the SHAP output
indicate that those parts of the texts are pulling the
label towards LEGITIMATE, and the parts that are

29



(a) Human annotation for the article (b) SHAP output for the article

Figure 5: Human annotation and SHAP annotation for Sample Article (1)

(a) Human annotation for the article (b) SHAP output for the article

Figure 6: Human annotation and SHAP annotation for Sample Article (2)

(a) Human annotation for the article (b) SHAP output for the article

Figure 7: Human annotation and SHAP annotation for Sample Article (3)

not highlighted are not important for the decision
of the model.

According to Figures 6a, 6b, 7a, 7b, 5a, and
5b it can be seen that the SHAP output and the
human annotation overlap for most of the red high-
lights, meaning that the expected match between
SATIRICAL and FAKE annotations is observed. On
the other hand, this seems not to be the case for
blue highlights, i.e. for the parts that are annotated
as REAL by the human annotators. It is observed
that the model sometimes considers these parts as
an indication of the SATIRICAL label or does not
use those parts in the prediction at all.

A closer look at article A (Figure 6a and Figure
6b) shows that the red highlights for both the hu-
man annotation and model explanation generally
match, but the blue highlights of the human anno-
tator, i.e. the parts that are annotated as real corre-
spond to the parts that are highlighted as slightly
red or neutral by the model. Ideally, we would
expect neutrality or blue highlights in the corre-

sponding parts of the SHAP output.
Additionally, a closer examination of article B

(Figure 7a and Figure 7b) shows that the model and
human annotator are in disagreement for most of
the annotations. Even though the more saturated
reds highlighted by the model match the red high-
lights of the annotator, that is not the case for all of
the red highlights. The SHAP output even shows
blue highlights where the corresponding human
annotation is red, or vice versa.

Finally, a closer look at article C (Figure 5a and
Figure 5b) shows that both the human annotations
and the SHAP output are less continuous than the
previous two comparisons. Here, the highlights
mostly line up with the human annotations, but
the model generally misses the sudden truth value
changes in a sentence, which is expected.

Since the three examples all belong to the set
of instances where the model predicts the class
correctly, and the model already predicts almost
every instance correctly, ideally it is expected to
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see a consistent overlap between the annotations
and the SHAP explanations, which is not the case.
This supports the claim that a model trained with a
stylistically biased dataset may not be learning the
representation of satire, but the style of the corpus
instead.

Additionally, translations of Sample Articles (1)
and (2) can be found in Appendix C. Translation
for Sample Article (3) can be found in D.

C Prompts and Generated Articles in
Turkish and English

Following two are the prompts in their original
language, Turkish:

• (Prompt 1) "Sana satirik bir haber vereceğim,
adım adım bu haberdeki satirik unsurları
kaldırmanı isteyeceğim. Önce bunun için hab-
erden çıkarılması gereken cümleleri tespit et,
sonra da cümleler çıkarılmış haliyle haberi
tekrar yaz.
Haber metni:"

• (Prompt 2) "Sana bir metin vereceğim, için-
deki satirik cümleleri daha düz bir dile çevirip
tekrar yaz.
Haber metni:"

C.1 Sample Article 1 generated with Prompt 1

In Turkish:
"Amerikan Uzay ve Havacılık Dairesi NASA,

Perseverance adlı keşif aracının Mars’a iniş yap-
masının ardından gönderdiği fotoğraflar yüzün-
den sıkıntılı günler geçiriyor. Mars programının
başarıyla sonuçlanan inişinden sonra, NASA yetk-
ilileri beklenen ilginin aksine, sosyal medyada
düşük bir etkileşimle karşılaştı. Program di-
rektörü James Watzin, beklenen ilgiyi alama-
malarının hayal kırıklığına yol açtığını ve pro-
gramın başarısız olduğunu kabul etti. Sorunun
kaynağını anlamak için Mars programına ara ver-
ildi."

In English:
"The American Space and Aeronautics Agency

NASA is going through difficult days due to the pho-
tos sent after the Perseverance rover successfully
landed on Mars. Contrary to expectations, NASA
officials encountered low engagement on social me-
dia following the successful landing of the Mars
program. Program director James Watzin admitted
that the lack of expected interest has led to disap-
pointment and that the program has been deemed

a failure. The Mars program has been paused to
understand the source of the problem."

C.2 Sample Article 2 generated with Prompt 1
and Prompt 2

Original article in Turkish:
Yaşadığı %99.8’lik değer kaybıyla 2 gün

içerisinde 64 dolar seviyesinden 0.2 dolar seviye-
sine gerileyen Terra Luna Coin’den kötü haberler
gelmeye devam ediyor. Kripto Para piyasasında
deprem etkisi yaratan düşüşün ardından bugün
bir açıklama yayınlayan Terraform Labs CEO’su
Do Kwon, yaptıkları incelemede Luna’nın sadece
ABD dolarına karşı değil TL’ye karşı bile değer
kaybettiği yönünde bulgulara eriştiklerini belir-
tirken, "Şu son 2 günde olmaz dediğimiz ne varsa
hepsi oldu. Çok üzgünüm" ifadelerine yer verdi.

Durumun ekibe moral vermek için yaptığı bir
toplantıda ortaya çıktığını belirten Kwon "’Bakın
işte durum o kadar da kötü değil. En azından TL
cinsinden hala değer kazanıyoruz’ şeklinde bir mo-
tivasyon konuşması yapmak için ekibi topladım.
Öncesinde ’nasılsa TL’den de daha kötü durumda
değilizdir’ diye bakma gereği duymamıştım. Esas
hata o oldu" derken, grafiği ekranda açmasıyla bir-
likte acı gerçeği fark ettiklerini dile getirdi.

"O an zaten ekibin yarısı binayı terk etti. Halen
daha kendilerine ulaşamıyoruz. Kalanlar da ofiste
satılabilecek ne var ona bakmak için duruyor za-
ten." sözleriyle Terra Labs’daki son durumu da ak-
taran deneyimli CEO, kısa vadede Türkiye tarafın-
dan yapılacak saçma sapan bir hamleyle ya da
TCMB’nin son döviz rezervlerini de harcamasıyla
birlikte TL’deki değer kaybının Luna’yı geride
bırakmasını beklediklerini belirterek ileriye dönük
iyimser mesajlar vermeyi de ihmal etmedi.

Original article in English:
Following a 99.8% loss in value, where Terra

Luna Coin dropped from $64 to $0.20 within two
days, bad news continues to emerge. After this
dramatic drop that shook the cryptocurrency mar-
ket, Do Kwon, CEO of Terraform Labs, released a
statement today. He noted that their investigation
revealed Luna had lost value not only against the
US dollar but also against the Turkish Lira. Kwon
said, "Everything we thought couldn’t happen in
the last two days has happened. I am very sorry."

Kwon explained that the realization came dur-
ing a meeting he held to boost the team’s morale,
saying, “I gathered the team to give a motivational
speech along the lines of ‘Look, it’s not so bad.
At least we are still gaining value in TL terms.’ I
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hadn’t felt the need to check if we were worse off
compared to TL. That was the real mistake.” He
shared that the painful truth became apparent when
they opened the graph on the screen.

“At that moment, half the team left the build-
ing. We still can’t reach them. The remaining team
members are just looking around the office to see
if there’s anything left to sell,” Kwon described the
current situation at Terra Labs. The experienced
CEO also mentioned that they expect the deprecia-
tion of the TL to eventually surpass Luna, whether
due to some absurd move by Turkey or the Central
Bank of the Republic of Turkey depleting its re-
maining foreign currency reserves. He added that
he has not neglected to give optimistic messages
for the future.

C.2.1 Generated with Prompt 1
In Turkish:

"Terra Luna Coin son günlerde büyük bir
değer kaybı yaşadı. Terraform Labs CEO’su Do
Kwon, yaptıkları incelemede Luna’nın sadece ABD
dolarına karşı değil TL’ye karşı da değer kay-
bettiğini belirtti. Bu durum, şirket çalışanları
arasında moral bozukluğuna neden oldu. Kwon,
kısa vadede TL’deki değer kaybının Luna’yı geride
bırakmasını beklediklerini ifade etti."

In English:
"Terra Luna Coin has experienced a significant

loss in value in recent days. Terraform Labs CEO
Do Kwon stated that their investigation revealed
that Luna has lost value not only against the US
dollar but also against the Turkish Lira (TL). This
situation has caused a morale decline among com-
pany employees. Kwon expressed that in the short
term, they expect the depreciation of the TL to sur-
pass that of Luna."

C.2.2 Generated with Prompt 2
In Turkish:

"Son iki günde %99.8 değer kaybı yaşayan Terra
Luna Coin, 64 dolardan 0.2 dolara kadar geriledi
ve kötü haberler gelmeye devam ediyor.
Bu büyük düşüşün ardından Terraform Labs
CEO’su Do Kwon, bugün yaptığı açıklamada,
Luna’nın sadece ABD dolarına değil, Türk Li-
rası’na karşı da değer kaybettiğini tespit ettiklerini
söyledi. Kwon, "Bu son iki günde olmasını bek-
lemediğimiz her şey oldu. Çok üzgünüm," dedi.
Kwon, durumu ekibe moral vermek için düzenlediği
bir toplantıda fark ettiklerini belirtti. "Ekibe, ’En
azından TL karşısında değer kazandık’ demek iste-

dim ama durumu kontrol etmemiştim. Asıl hata bu
oldu," dedi. Grafiği açtıklarında ise acı gerçekle
yüzleştiklerini ifade etti.
"Toplantı sırasında ekibin yarısı binayı terk etti
ve hala onlara ulaşamıyoruz. Kalanlar ise ofiste
satılacak bir şeyler arıyor," diye konuşan Kwon,
kısa vadede TL’nin değer kaybının Luna’nınkini
geride bırakabileceğini belirterek, geleceğe yöne-
lik iyimser bir mesaj vermeyi de ihmal etmedi."

In English:
"In the past two days, Terra Luna Coin has expe-

rienced a 99.8% loss in value, dropping from $64
to $0.2, and bad news continues to emerge.
Following this major drop, Terraform Labs CEO
Do Kwon stated in a recent announcement that
they have found evidence that Luna has lost value
not only against the US dollar but also against the
Turkish Lira. Kwon said, "Everything we didn’t
expect to happen in these last two days happened.
I’m very sorry."
Kwon mentioned that they realized the situation
during a meeting he organized to boost the team’s
morale. "I wanted to tell the team, ’At least we’re
gaining value against the TL,’ but I hadn’t checked
the situation. That was the real mistake," he said.
He also mentioned that they faced the harsh reality
when they opened the chart.
"During the meeting, half of the team left the build-
ing, and we still can’t reach them. The rest are just
looking for things to sell in the office," Kwon said.
He also noted that in the short term, the loss of
value of the TL might surpass that of Luna, and he
did not forget to provide an optimistic message for
the future."

C.3 Sample Article 4 generated with Prompt 2
Original article in Turkish:

Bu sabah Taraf gazetesi tarafından ortaya atılan
"Tutsaklara karşılık Süleyman Şah Türbesi IŞİD’a
verilecek" şeklindeki şok haber, Dışişleri Bakan-
lığı tarafından kesin bir dille yalanlandı. Önce in-
ternet sitesinden yapılan açıklama sonra da Basın
Sözcüsü Kamuran Aydilen aracılığı ile kamuoyunu
aydınlatan Dışişleri Bakanlığı, "Ortadaki yanlış an-
laşılmaları gidermek için söylüyoruz, Süleyman
Şah Türbesi’nin yıkılarak yerine AVM yapılması
konusunda IŞİD’le görüştüğümüz doğru. Net-
icede türbe yıkımında kendilerinden daha tecrübeli
bir ekip yok. Ancak bunun dışında herhangi bir
pazarlık söz konusu değil" ifadeleri ile iddiaları
reddetti.

Bakanlık binasında gazetecilerin sorularını yanıt-
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layan Bakanlık Sözcüsü Aydilen, türbenin yıkım
ihalesi için IŞİD ile pazarlık masasında oturul-
duğunu itiraf ederken, konunun rehinlerle doğru-
dan bir ilgisi bulunmadığını ise şu sözlerle
savundu:

"Arkadaşlar 12 yıllık iktidarımızda artık bizi bi-
raz tanımış olmanız lazım. Bütün dünya bilir ki biz,
öyle 49 kişi için bir karış toprak vermeyiz. Hele de
öyle bir toprağı, tam kupon arazi orası, deli misiniz
ya? Mümkün mü böyle bir pazarlık? Türbeyi de
geç, sırf arsası 4 milyar dolar eder. Orada nöbet tu-
tan askerlerimize de sorduk, çevrede başka AVM de
yokmuş. ’Çarşı izninde gidecek yer bulamıyoruz’
diyorlar. Şu inşaat bir başlasın, Allah’ın izniyle
para basacak orası..."

IŞİD’ın özellikle türbe yıkım işinde uzman-
laşmış, işlerini severek yapan ve sahiplenen bir
örgüt olduğunun altını çizen Basın Sözcüsü, "Şu an
bizden haber bekliyorlar, tamam dediğiimiz anda
havanlarla falan girişecekler. Alimallah 1 saatte taş
üstüne taş koymayız dediler. Rehineler konusunu
öyle özel olarak konuşmadık ama o konuda bir jest
yaparlarsa biz bunu geri çevirmeyiz elbette. Net-
icede birlikte iş yapan insanlarız, yarın öbür gün
başka yıkım ihaleleri de olur... Bunları da değer-
lendireceklerdir" ifadelerine yer verdi.

Mevcut anlaşmanın devletin kasasından bir ku-
ruş çıkmadan halledileceğinin üzerinde duran Ay-
dilen, yapılması planlanan AVM’nin detaylarını da
basın mensuplarıyla paylaştı:

"Bakın buradan bööyle şimdiki türbenin kubbesi
şeklinde bir tavan geliyor. Orası food court olacak...
Alt katta SHAH’S SPORT adında bir fitness salonu
ve atış poligonu var. Ta buraya kadar da meydan, fo-
rum mantığı gibi düşünün siz. Şimdi tabii aklınıza
hemen ulaşım işi geliyor... Onu da düşündük. Hızlı
treni 2017’de Marmaray’la Halkalı’ya bağladıktan
sonra, Halkalı Ankara arası 4.5 saate inmiş olacak.
Ankardan da ring seferiyle tak Halep’tesin. Son
olarak Halep - Karakoza arası İDO’nun motorlarına
binecek vatandaşlarımız anında AVM’de olacak.
Bu kadar basit. Ayrıca oradaki askerlerimizi de
özel güvenlik ve otopark görevlisi olarak AVM’de
istihdam etmeyi düşünüyoruz. Gördüğünüz gibi bu
projede kaybeden yok..."

Bir soru üzerine Suleymanium AVM’yi,
yaşasaydı Suleyman Şah’ın da takdirle karşılay-
acağını sözlerine ekleyen Dışişleri Sözcüsü, son
olarak şunları kaydetti:

"Yani düşünün tarihe geçmiş bir şahısınız,
arkanızda bir tanecik kullanılmayan türbe kalıyor.
Ne sineması var, ne otoparkı... Böyle mi anmalıyız

ecdadımızı? Ayrıca son dönemde biliyorsunuz
TOKİ’nin mevcut tarihi yapılar etrafında çeşitli
çalışmaları mevcut. Sosyal medyada tarihi kümbe-
tle iç içe geçmiş yurtlarımız büyük ilgi gördü. Bu
şekilde alışveriş keyfini manevi iklimle birleştiren
bir çalışma halkımızın da ilgisini çekecektir..."

Original article in English:
This morning, the shocking news reported by

Taraf newspaper, claiming "The Süleyman Shah
Tomb will be handed over to ISIS in exchange for
the hostages," was firmly denied by the Ministry of
Foreign Affairs. The Ministry, which clarified the
issue first through an announcement on its website
and later through its Spokesperson Kamuran Ay-
dilen, stated: "To clear up the misunderstandings,
we are saying this: it is true that we have discussed
with ISIS the demolition of the Süleyman Shah
Tomb and replacing it with a shopping mall. After
all, there is no team more experienced than them
when it comes to demolitions. However, there is
no bargaining or negotiation beyond this."

While answering journalists’ questions at the
Ministry building, Spokesperson Aydilen admitted
that negotiations with ISIS had taken place regard-
ing the demolition of the tomb, but he defended
that the issue had nothing to do with the hostages,
saying:

"Friends, you should have known us by now after
12 years in power. The whole world knows that
we wouldn’t give up an inch of land for 49 people.
Especially not such a prime piece of land, are you
crazy? How could there be such a deal? Forget the
tomb, just the land itself is worth 4 billion dollars.
We even asked the soldiers stationed there, and they
said there aren’t any other shopping malls around.
They say, ’We can’t find a place to go on our leave.’
Once construction starts, God willing, that place
will be printing money..."

Emphasizing that ISIS is a group specialized
in demolitions, especially of tombs, and one that
enjoys and takes ownership of their work, the
Spokesperson added: "Right now, they are wait-
ing for our confirmation. As soon as we say ’yes,’
they’ll come in with mortars and the like. I swear,
they said they’ll finish the job in an hour. We didn’t
specifically discuss the hostages, but if they make
a gesture in that regard, we certainly won’t turn it
down. After all, we’re people who work together,
and who knows, there may be other demolition
tenders in the future. . . They’ll certainly evaluate
those as well."

Aydilen stressed that the current agreement
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would be handled without spending a penny from
the state’s coffers and shared details of the planned
shopping mall with the press:

"Look, we’re bringing in a ceiling shaped like
the current dome of the tomb. That area will be a
food court... On the lower floor, there will be a fit-
ness center called SHAH’S SPORT and a shooting
range. Think of it like a forum or square. Now, of
course, you’re probably thinking about transporta-
tion... We’ve thought of that too. After Marmaray
connects to Halkalı in 2017, the travel time from
Halkalı to Ankara will be reduced to 4.5 hours.
From Ankara, a shuttle service will quickly take
you to Aleppo. Lastly, our citizens traveling be-
tween Aleppo and Karakoza will take the IDO fer-
ries and will be at the shopping mall in no time. It’s
that simple. We also plan to employ our soldiers
stationed there as security and parking attendants
in the shopping mall. As you can see, no one loses
in this project..."

In response to a question, the Ministry
Spokesperson added that the Süleymanium Shop-
ping Mall would have been approved by Süleyman
Shah himself, had he been alive:

"Imagine, you’re a historical figure, and the only
thing left behind is an unused tomb. It has no
cinema, no parking lot... Is this how we should re-
member our ancestors? Also, as you know, TOKİ
(Housing Development Administration of Turkey)
has been working around existing historical struc-
tures. Our dormitories, integrated with the his-
torical domes, have garnered a lot of attention on
social media. This project, which combines the joy
of shopping with a spiritual atmosphere, will also
attract the public’s interest..."

Generated article in Turkish:
"Taraf gazetesinin "Tutsaklara karşılık Süley-

man Şah Türbesi IŞİD’e verilecek" iddiası Dışiş-
leri Bakanlığı tarafından kesin bir dille yalanlandı.
Bakanlık, Süleyman Şah Türbesi’nin yıkılarak yer-
ine AVM yapılması konusunda IŞİD’le görüştük-
lerini, ancak bu görüşmenin rehinelerle ilgisi ol-
madığını belirtti.
Bakanlık Sözcüsü Kamuran Aydilen, "IŞİD yıkım
işinde deneyimli bir ekip. Türbeyi yıkmak için on-
larla görüşüyoruz ama toprak verme pazarlığı yok.
Türbenin arsası çok değerli, rehineler için böyle bir
pazarlık olmaz. Orada AVM yaparak ekonomiye
katkı sağlamayı planlıyoruz" dedi.
Aydilen, yapılacak AVM’nin türbenin kubbesi şek-
linde bir tavanı olacağını, food court, fitness salonu
ve atış poligonu gibi bölümler içereceğini, ulaşımın

hızlı tren ve İDO motorları ile sağlanacağını açık-
ladı. Askerlerin de AVM’de özel güvenlik ve
otopark görevlisi olarak istihdam edileceğini ek-
ledi. Ayrıca, bu projeyle kimsenin kaybetmeye-
ceğini ve halkın ilgisini çekeceğini belirtti."

Generated article in English:
"The claim made by Taraf newspaper that the

Süleyman Shah Tomb will be handed over to ISIS
in exchange for hostages has been strongly denied
by the Ministry of Foreign Affairs. The ministry
clarified that they are in talks with ISIS regarding
the demolition of the tomb to build a shopping mall
in its place, but emphasized that these discussions
are unrelated to the hostages.
Ministry spokesperson Kamuran Aydilen stated,
"ISIS has an experienced demolition team. We’re
negotiating with them to demolish the tomb, but
there is no land-for-hostages deal. The land
where the tomb is located is very valuable, and
we wouldn’t negotiate it for hostages. We plan to
contribute to the economy by building a shopping
mall there."
Aydilen also mentioned that the mall will have a
dome-shaped ceiling inspired by the tomb’s dome
and will include sections such as a food court, fit-
ness center, and shooting range. Transportation to
the mall will be provided by high-speed trains and
İDO ferries. He added that the soldiers stationed
there will be employed as security personnel and
parking attendants at the mall. Furthermore, he
emphasized that this project would not cause any
losses and would attract public interest."

D Other articles

D.1 Translation of Sample Article (3)

Warning: You’re the Only One Who Hasn’t
Weighed In on Will Smith’s Slap...

As the repercussions of Will Smith’s slap on co-
median Chris Rock at the 94th Oscars last night
continue to ripple, all eyes have turned to you,
the last social media user who has yet to express
an opinion on the matter. Over 24 hours have
passed since the slap, and the questions of whether
Will Smith was justified or simply out of line, and
whether Chris Rock was rude or demonstrated ex-
emplary gentlemanliness, still lack clear answers.
For the sake of clarifying the situation and easing
the public conscience, it’s time for you to share
your view.

Before you disclose your crucial opinion on this
event, which has involved approximately 2.4 billion
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people choosing sides, here are some important
details you need to know:

1. Will Smith’s wife is not suffering from cancer.
She shaved her head due to some trivial disease
like alopecia. 2. Yes, he really did hit him. But it
was a slap, not a punch. 3. Be careful when using
the term "toxic masculinity" in a sentence. Many
people spell it wrong. 4. After delivering the slap,
Will Smith went on to cry and then won the Oscar.
5. The incident is not staged. But it could be. Or
not... who knows. 6. The VAT rate on toilet paper
has been reduced to 8% (Maybe this will help). 7.
Chris Rock is right. There’s nothing more to think
about.
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Abstract
Zero-shot evaluation of information retrieval
(IR) models is often performed using BEIR; a
large and heterogeneous benchmark composed
of multiple datasets, covering different retrieval
tasks across various domains. Although BEIR
has become a standard benchmark for the zero-
shot setup, its exclusively English content re-
duces its utility for underrepresented languages
in IR, including Dutch. To address this limita-
tion and encourage the development of Dutch
IR models, we introduce BEIR-NL by automat-
ically translating the publicly accessible BEIR
datasets into Dutch. Using BEIR-NL, we eval-
uated a wide range of multilingual dense rank-
ing and reranking models, as well as the lexi-
cal BM25 method. Our experiments show that
BM25 remains a competitive baseline, and is
only outperformed by the larger dense mod-
els trained for retrieval. When combined with
reranking models, BM25 achieves performance
on par with the best dense ranking models. In
addition, we explored the impact of transla-
tion on the data by back-translating a selection
of datasets to English, and observed a perfor-
mance drop for both dense and lexical meth-
ods, indicating the limitations of translation
for creating benchmarks. BEIR-NL is publicly
available on the Hugging Face hub1.

1 Introduction

An increasing number of natural language process-
ing (NLP) tasks require an information retrieval
(IR) step to identify relevant pieces of text in a
large corpus of documents. Therefore, IR models
are crucial in various use cases, including question-
answering (Chen et al., 2017), claim-verification
(Thorne et al., 2018), and retrieval-augmented gen-
eration (Lewis et al., 2020).

Recently, IR has witnessed significant progress,
driven mainly by advancements in large language

*indicates equal contribution
1https://huggingface.co/collections/clips/

beir-nl-6756c81a8ebab4432d922a08

models (LLMs; Zhao et al., 2024). Pre-trained
on large corpora, these models can generate high-
quality contextualized textual embeddings that cap-
ture semantic relationships beyond surface-level
features like keywords. The produced vector rep-
resentations demonstrate strong performance in IR
tasks, as well as in other problems (Muennighoff
et al., 2023) such as classification and clustering.

Benchmarking and evaluating such models is
essential in sustaining advances in NLP research.
Comprehensive benchmarks provide a standard-
ized framework to assess the performance of mod-
els, identify their limitations, and guide the di-
rection of future work. BEIR (Benchmarking IR;
Thakur et al., 2021) was introduced to address this
need in IR and became a standard benchmark in
zero-shot evaluation, enabling the comparison of
retrieval models in a unified framework. BEIR
offers a diverse and heterogeneous collection of
datasets covering various domains from biomedi-
cal and financial texts to general web content, and
recently has been integrated into the broader MTEB
benchmark (Massive Text Embedding Benchmark;
Muennighoff et al., 2023), which measures the per-
formance of textual embeddings on a broad range
of tasks. While BEIR has substantially advanced
the evaluation of IR models, its main limitation
lies in the monolingual structure, which restricts its
application for other languages.

In this work, we focus on extending the BEIR
benchmark to Dutch, a resource-scarce language
in IR research. By translating datasets from BEIR
into Dutch, we aim to provide a foundation for eval-
uating IR models in this language. Our benchmark
BEIR-NL facilitates zero-shot IR evaluation and
supports the development of retrieval models tai-
lored to Dutch. In addition, we conduct extensive
evaluations of small and mid-range multilingual
IR models, which support Dutch, including dense
ranking and reranking models. We make the BEIR-
NL benchmark available on the Hugging Face hub,
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ensuring that it inherits the same licenses as the
datasets from BEIR (Appendix A).

2 Related Work

Recently, increasing efforts have been directed to-
wards extending English or multilingual bench-
marks to cover more languages. These efforts are
primarily divided into two categories: (i) the exist-
ing (or to-be) human-annotated datasets are com-
piled into benchmarks, or (ii) existing benchmarks
are automatically translated into new languages.
The first approach provides high-quality datasets
but requires substantial time and financial invest-
ment. The second approach is faster and more cost-
effective, but the quality of translations can affect
the overall quality of the benchmark and potentially
lead to inaccurate model evaluations (Engländer
et al., 2024). However, the recent availability of
relatively cheap and high-quality machine transla-
tion solutions (thanks mainly to the LLM devel-
opments and advances) has made this an attractive
and commercially feasible option, especially for
large datasets and benchmarks. Below we outline
relevant work focused on extending existing bench-
marks to additional languages.

In generative benchmarking, Lai et al. (2023)
utilized ChatGPT to translate three widely-used
benchmark datasets for LLMs into 26 languages, to
evaluate the performance of models for the Okapi
framework. These datasets include ARC (Clark
et al., 2018), HellaSwag (Zellers et al., 2019),
and MMLU (Hendrycks et al.). Vanroy (2023)
extended these datasets, along with TruthfulQA
(Lin et al., 2022), to Dutch using ChatGPT. Sub-
sequently, Thellmann et al. (2024) added GSM8K
(Cobbe et al., 2021) to the mentioned benchmark-
ing datasets and translated the entire collection into
21 European languages using DeepL.

Another branch of work focuses on extending
MTEB (Muennighoff et al., 2023), which eval-
uates the quality of textual embeddings across
multiple tasks. Xiao et al. (2023) extended this
benchmark to Chinese (C-MTEB) by collecting
35 publicly-available Chinese datasets. MTEB-
French (Ciancone et al., 2024) added 18 datasets
in French to MTEB, including both original and
DeepL-translated data. Building on MTEB, Wehrli
et al. (2024) introduced six benchmarking datasets
for clustering text embeddings in German. A Polish
version, MTEB-PL (Poświata et al., 2024), consists
of 28 datasets, with its retrieval part sourced from

BEIR-PL (Wojtasik et al., 2024). ruMTEB (Sne-
girev et al., 2024) comprises 23 tasks in the MTEB
format, with primarily original datasets in Russian,
and with one translated using DeepL. SEB (Scandi-
navian Embedding Benchmark; Enevoldsen et al.,
2024) represents 24 evaluation tasks for Scandina-
vian languages, incorporating a portion of existing
translated datasets from MTEB.

Finally in IR, mMARCO (Bonifacio et al., 2021)
extended the popular MSMARCO dataset (Bajaj
et al., 2016) to multiple languages by translating
queries and passages using Google Translate and
Helsinki-NLP models (Tiedemann and Thottingal,
2020). Most related to our work, BEIR-PL (Woj-
tasik et al., 2024) translated a subset of the BEIR
benchmark to Polish using Google Translate.

These efforts highlight the necessity of extend-
ing existing benchmarks to a multilingual context,
enabling the evaluation of models across a wide
range of languages. Building on the previous work,
our study extends the BEIR benchmark to Dutch
using machine translation, providing a valuable re-
source for evaluating IR models in this language.

3 Dataset

The original BEIR benchmark (Thakur et al., 2021)
comprises 18 datasets, covering 9 different infor-
mation retrieval tasks. Of these, 4 datasets are
not publicly available, and therefore are removed
from our selection for BEIR-NL. The remaining
14 datasets are listed in Table 1 along with their
selected features and statistics. Since most retrieval
models are trained on MSMARCO (Bajaj et al.,
2016), we also report on its Dutch-translated ver-
sion from mMARCO (Bonifacio et al., 2021), but
do not include it for translation. We refer the reader
to the BEIR paper (Thakur et al., 2021) for further
descriptions and more details on each dataset.

3.1 Translation
The next step is translating the selected 14 datasets
from English to Dutch. After considering com-
monly used options, we opted for Gemini-1.5-
flash2 which offers a good balance of speed, cost,
and translation quality. We prompted the model
to translate the inputs, providing it with the input
type (query or document), and domain (4th column
in Table 1) as context. We used the API in batch
mode, which lowers the total cost to less than 450

2A small portion of translations were done using GPT-4o-
mini and Google Translate, as Gemini declined to translate
certain content and had occasional issues with tags in prompts.
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Task Dataset Source Domain #Queries #Docs Avg. D/Q

Biomedical IR TREC-COVID Voorhees et al. (2021) Biomedical 50 171K 493.5
NFCorpus Boteva et al. (2016) Biomedical 323 3.63K 38.2

Question Answering NQ Kwiatkowski et al. (2019) Wikipedia 3,452 2.68M 1.2
HotpotQA Yang et al. (2018) Wikipedia 7,405 5.23M 2.0
FiQA-2018 Maia et al. (2018) Financial 648 57.6K 2.6

Argument Retrieval ArguAna Wachsmuth et al. (2018) Miscellaneous 1,406 8.67K 1.0
Touche-2020 Bondarenko et al. (2020) Miscellaneous 49 383K 19.0

Duplicate-Question CQADupstack Hoogeveen et al. (2015) StackExchange 13,145 457K 1.4
Retrieval Quora Thakur et al. (2021) Quora 10,000 522K 1.6
Entity Retrieval DBPedia Hasibi et al. (2017) Wikipedia 400 4.64M 38.2
Citation Prediction SciDocs Cohan et al. (2020) Scientific 1,000 25.7K 4.9
Fact Checking SciFact Wadden et al. (2020) Scientific 300 5.18K 1.1

FEVER Thorne et al. (2018) Wikipedia 6,666 5.42M 1.2
Climate-FEVER Diggelmann et al. (2020) Wikipedia 1,535 5.42M 3.0

Passage Retrieval mMARCO Bonifacio et al. (2021) Miscellaneous 6,980 8.84M 1.1

Table 1: Statistics of datasets included in the BEIR-NL benchmark (plus mMARCO). The table highlights the
number of queries and documents, as well as the average number of relevant documents per query (Avg. D/Q) (from
Thakur et al. (2021)).

Euro. The exact prompts can be found in Appendix
B.

To assess the translation quality, we randomly
sampled 10 items from each dataset (140 in to-
tal) and asked a native Dutch speaker to check the
translations against the original English text, and
annotate instances for major (i.e. translation in-
cludes semantic addition or omission) or minor
(i.e. translation is correct but too literal) issues.
The results show major and minor issues in 2.2%
and 14.8% of samples respectively, which means
that almost 98% of the translated samples can be
trusted for semantic accuracy. We will revisit this
issue in the discussion section.

4 Experimental Setup

This section provides an overview of the exper-
imental setup used to assess the performance of
different models on BEIR-NL. We mostly follow
the BEIR official repository3 for zero-shot evalua-
tion, using the provided code as much as possible
but occasionally adapt it to specific requirements of
the evaluated models. In the following, we describe
the models, data processing steps, and evaluation
metrics used in our experiments.

4.1 Models

We include models from three categories: lexical
models, dense ranking models, and dense reranking
models.

3https://github.com/beir-cellar/beir

4.1.1 Lexical models
As the most popular lexical retrieval solution,
BM25 (Robertson et al., 1994) relies on keyword
matching and utilizes empirical word (or token)
weighting schemes to determine the relevance of
documents to a given query. Despite lexical gap
issues, where the vocabulary used in queries can
differ from that of relevant documents, BM25 re-
mains a robust baseline for many retrieval tasks and
was outperformed only recently by E5 (Wang et al.,
2022) on the BEIR retrieval benchmark (Thakur
et al., 2021) in zero-shot setting. Similarly to Woj-
tasik et al. (2024), we utilize the BM25 implemen-
tation from Elasticsearch for Dutch.

4.1.2 Dense ranking models
Dense ranking (or embedding) models encode an
input sequence into a dense vector, which can be
used to calculate similarity or relevance between
sequences (query and document in our case). In-
spired by recent related studies and the MTEB
leaderboard4, we select the following multilin-
gual retrieval models for our zero-shot experi-
ments5: mContriever (Izacard et al., 2022), LaBSE
(Feng et al., 2022), LEALLA (Mao and Nakagawa,
2023), mE5 (Wang et al., 2024), BGE-M3 (Chen
et al., 2024), DPR-XM (Louis et al., 2024), jina-
embeddings-v3 (Sturua et al., 2024), and mGTE
(Zhang et al., 2024). Table 2 lists these models
along with a number of relevant features. Follow-

4https://huggingface.co/spaces/mteb/leaderboard
5Due to computational limitations, we exclude larger mod-

els like e5-mistral-7b-instruct and bge-multilingual-gemma2.
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Model Based on #Parameters Dim Max input IR Finetuned

e5-multilingual-small Multilingual-MiniLM 118M 384 512 Yes
e5-multilingual-base XLMRoberta-base 278M 768 512 Yes
e5-multilingual-large XLMRoberta-large 560M 1024 512 Yes
e5-multilingual-large-instruct XLMRoberta-large 560M 1024 512 Yes
gte-multilingual-base - 305M 768 8192 Yes
jina-embeddings-v3 XLMRoberta-large 572M 1024 8192 Yes
bge-m3 XLMRoberta-large 568M 1024 8192 Yes
dpr-xm XMOD 852M (277M†) 768 512 Yes
LEALLA-small LaBSE (distilled) 69M 128 512 No
LEALLA-base LaBSE (distilled) 107M 192 512 No
LaBSE - 471M 768 512 No
mContriever Bert-multilingual-base 179M 768 512 No

bge-reranker-v2-m3 bge-m3 568M 1024 8192 Yes
jina-reranker-v2-base-multilingual XLMRoberta-base 278M 768 1024 Yes
gte-multilingual-reranker-base gte-multilingual-base 305M 768 8192 Yes

Table 2: Dense ranking (top) and reranking (bottom) models used in our experiments. ‘Dim’ is the dimension of the
output embedding vector. LaBSE and gte-multilingual-base are trained from scratch. LEALLA is distilled from
LaBSE, and the rest are fine-tuned from the model mentioned in the second column. †: dpr-xm is modular and
uses 277M parameters during inference.

ing the convention, we do not impose any limits on
the input length for these models, allowing them to
handle truncation if necessary6. In all cases, cosine
similarity is employed to score similarity between
the normalized embeddings.

4.1.3 Zero-shot reranking models
Unlike ranking models that are employed in a bi-
encoder setting, reranking models rely on cross-
encoding the query and document, which can pro-
vide more accurate results at a higher computa-
tional cost. Consequently, reranking models are
usually applied on the top outputs of a fast ranking
model such as BM25.

We examine three popular multilingual rerank-
ing models, namely bge-reranker-v2-m3 (Chen
et al., 2024), jina-reranker-v2-base-multilingual
(Sturua et al., 2024), and gte-multilingual-reranker-
base (Zhang et al., 2024) (see Table 2-bottom).
Following the convention (Thakur et al., 2021), we
apply these models on the top-100 documents re-
trieved by BM25, and evaluate the reranked output.
We do not restrict the input length for the reranking
models, leaving them to manage truncation.

4.2 Metrics

To assess the performance of our models, we em-
ploy two standard retrieval metrics: nDCG@10
and Recall@100. NDCG (normalized discounted
cumulative gain) is a ranking-aware metric often

6Considering the average document length in BEIR
datasets, truncation is rarely needed for any of these mod-
els.

used to report retrieval performance, especially on
graded (non-binary) labels (Thakur et al., 2021).
We also report recall, which, although ranking-
agnostic, is a useful and relevant metric for practi-
cal settings like retrieval-augmented generation.

5 Results and Discussion

5.1 Retrieval Performance on BEIR-NL

Table 3 shows the retrieval performance of the se-
lected models on the 14 subsets of BEIR-NL, in ad-
dition to MSMARCO. As mentioned before, MS-
MARCO is not part of our dataset, but considering
its popularity in retrieval training, we include it
in the evaluations (based on the Dutch-translated
version from mMARCO (Bonifacio et al., 2021)).

The results show that BM25 still provides a com-
petitive baseline, and in many cases is only outper-
formed by the larger dense models. The four re-
cently released multilingual-e5-large-instruct, gte-
multilingual-base, jina-embeddings-v3 and bge-
m3 achieve the best overall performances, with
multilingual-e5-large-instruct getting the highest
Recall@100 on half of the datasets. We also ob-
serve a sizeable gap between the older ‘sentence
embedding’ models, and the new generation of
trained-for-retrieval models (see the last column
in Table 2), with the latter achieving substantially
higher results. However, based on their published
metadata, the majority of these models have been
at least partially exposed to BEIR datasets in their
training process, which makes the comparison un-
fair (The corresponding potentially inflated results
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16.87 63.37 30.54 25.09 53.62 18.73 41.76 28.15 27.77 65.92 25.46 11.44 61.13 60.65 12.09

multilingual-e5-small 30.85† 41.74 24.10 27.03† 53.30† 20.39 44.76 16.04 28.51 79.85† 25.89 6.58 58.82 56.69† 14.08

multilingual-e5-base 32.79† 40.68 24.17 36.06† 60.87† 23.76 47.06 10.29 30.36 81.02† 28.74 10.53 67.23 58.52† 16.31

multilingual-e5-large 37.51† 69.72 28.06 49.15† 67.95† 31.84 48.90 22.18 31.92 82.01† 38.67 11.95 68.38 72.73† 13.76

multilingual-e5-large-instruct 34.35† 71.22 31.08 55.79† 65.97† 37.93 50.32 26.67 36.95 83.54† 38.24 18.07 69.10 79.39† 21.05

gte-multilingual-base 27.19† 53.36 27.97† 47.42† 58.53† 29.45 52.85† 22.60 † 31.59† 81.25† 36.46† 15.86 64.41 82.68† 17.53

jina-embeddings-v3 26.05† 54.46 29.84 37.26† 51.82 35.71 52.23 15.05 36.16 82.92 30.71 18.42 64.90 68.88 19.54

bge-m3 31.96† 48.22 27.90 51.92† 65.20† 32.60 52.16 22.68 34.75 83.72 35.46 14.41 62.83 76.08 26.39

dpr-xm 28.46† 40.86 18.58 28.56 26.34 13.98 26.91 15.99 18.73 74.70 21.07 8.64 34.29 49.46 11.16

LEALLA-small 3.95 13.32 5.56 5.11 12.18 3.41 19.25 5.65 13.14 68.50 9.60 3.70 12.98 7.08 0.34

LEALLA-base 5.60 14.44 6.09 7.77 17.46 3.75 24.97 5.00 14.34 70.87 13.40 3.09 7.13 7.46 1.15

LaBSE 6.87 18.50 13.54 11.24 18.64 7.38 39.15 4.67 19.66 75.55 15.27 6.32 39.07 12.51 3.85

mContriever 7.46† 17.51 13.36 10.50 27.84 5.41 39.60 6.15 12.81 72.90 15.58 4.93 37.89 21.51 3.08

BM25 + bge-reranker 31.80† 76.47 33.78 51.28† 71.78† 30.41 47.27 33.78 31.70 76.81 37.84 13.88 69.94 84.17 25.60

BM25 + jina-reranker 31.93† 76.83 33.19 49.07† 70.57 30.86 48.53 30.96 34.06 79.44 36.26 14.49 70.68 85.17 22.56

BM25 + gte-reranker 28.90† 76.24 28.26† 47.85† 70.43† 24.13 46.74† 28.26† 25.69† 74.95† 36.67† 13.22 68.37 85.13† 22.96
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51.20 10.52 22.16 65.57 70.54 42.83 92.32 44.16 54.77 88.66 36.92 26.49 83.42 89.20 30.42

multilingual-e5-small 74.63† 7.89 23.56 60.70† 69.45† 47.10 94.59 38.18 56.99 97.51† 35.83 22.93 87.67 85.83† 40.47

multilingual-e5-base 77.39† 6.58 22.09 73.61† 76.24† 55.02 95.59 32.96 60.65 97.93† 39.40 29.78 91.00 89.98† 42.69

multilingual-e5-large 82.71† 13.31 27.34 83.49† 82.21† 61.81 96.37 43.65 63.30 98.66† 47.26 30.42 92.27 93.08† 32.68

multilingual-e5-large-instruct 80.89† 14.48 28.88 92.39† 80.55† 68.70 98.86 46.97 70.56 98.83† 49.66 40.80 93.67 94.53† 46.05

gte-multilingual-base 70.29† 10.74 27.89† 85.39† 70.08† 61.53 97.87† 41.12† 66.14† 98.12† 44.11† 37.43 91.00 94.32† 40.40

jina-embeddings-v3 73.43† 11.74 26.50 84.43† 68.04 69.98 98.93 37.69 72.62 98.58 42.22 42.64 91.17 93.04 44.98

bge-m3 77.71† 9.43 25.20 89.62† 80.20† 63.41 97.44 48.70 66.89 98.85 46.30 35.02 91.93 94.11 56.54

dpr-xm 67.77† 5.78 17.95 62.42 38.31 33.81 78.73 36.46 41.94 93.41 22.25 19.36 67.26 76.17 28.54

LEALLA-small 15.99 1.44 9.12 19.99 23.48 12.19 56.47 9.89 32.58 91.41 13.38 12.62 42.81 14.79 1.81

LEALLA-base 22.12 1.61 9.92 27.45 30.32 13.04 61.30 8.39 33.89 93.13 18.80 10.73 34.18 14.97 2.61

LaBSE 26.71 1.97 16.05 41.68 33.56 25.57 87.98 10.09 47.06 95.87 22.91 21.50 74.67 36.48 15.24

mContriever 32.06† 1.71 16.81 40.42 45.97 20.36 91.61 12.06 35.91 94.48 25.25 18.56 74.24 48.31 10.29

Table 3: Performance of selected models on the BEIR-NL benchmark (plus MSMARCO), measured by NDCG@10
(top) and Recall@100 (bottom).† indicates results that are (or are highly likely to be) inflated because of potential
contamination of the model with in-domain data for a given dataset, based on available descriptions from the
corresponding work (i.e. they are highly unlikely to be zero-shot). bge-reranker, jina-reranker, and gte-reranker
refer to bge-reranker-v2-m3, jina-reranker-v2-base-multilingual, and gte-multilingual-reranker models, re-
spectively.

40



are marked with a † in the table.). In other words, in
these cases the evaluation could not be considered
proper zero-shot.

Finally, the last three rows of the top section in
Table 3 (NDCG@10 results) show the performance
of the reranking models when used in combination
with BM25 as the first-step ranker. As demon-
strated, this approach can often offer a competitive
edge over the best ranking models.

5.2 Comparison with BEIR and BEIR-PL

Since BEIR-NL is a translated benchmark, we can
compare the performance of the retrieval methods
on parallel subsets in different languages, including
the (translated) Polish version, BEIR-PL (Wojtasik
et al., 2024).

Tables 4 and 5 show this comparison for BM25
and gte-multilingual-base, across the subsets for
which performance data is publicly available7. As
Table 4 reveals, BM25 performs comparably on
BEIR-NL and BEIR-PL subsets, with a marginal
overall advantage for BEIR-NL. However, these
numbers lag behind the BM25 performance on the
original BEIR dataset by 6-7 points in NDCG@10
and Recall@100. One potential reason for this
drop is the lexical mismatch between the trans-
lated query and relevant passages since queries and
passages are translated independently8 (Bonifacio
et al., 2021). Table 5 shows that the performance
difference persists with dense models (e.g. gte-
multilingual-base). Here, the discrepancy can be
attributed to both the data (translation quality) and
model (higher competence in English compared to
other languages).

5.3 Impact of Translation

To isolate the semantic effect of translation (from
that of the model/language) we back-translate a
subset of 5 BEIR-NL datasets to English using the
same translation pipeline, and compare the perfor-
mance of lexical and dense models on this version
against the original one. Table 6 shows the re-
sults (NDCG@10), which indicate an average drop
of 1.9 and 2.6 points for the lexical (BM25) and
dense model (gte-multilingual-base) respectively.
Since the model-language competence factor is ab-
sent here, this drop can be considered a proxy for
the impact of translation on the benchmark quality
and/or reliability.

7BEIR-PL only covers 10 of the 14 public BEIR datasets.
8Assuming a uniform BM25 performance for different

languages, which is not trivial.

6 Conclusions and Future Work

In this work, we introduced BEIR-NL, an automat-
ically translated version of the BEIR benchmark
into Dutch, which aims to address the need for the
evaluation of IR models in this language. Using
BEIR-NL, we conducted extensive zero-shot eval-
uations for various models, including one lexical
model as well as small and mid-range dense re-
trieval and reranking models. These experiments
showed that larger dense IR models generally out-
perform BM25, while BM25 remains a compet-
itive baseline for smaller models. Furthermore,
combining BM25 with reranking models results in
performance comparable to the best dense retrieval
models.

We also observed several challenges, including
the impact of translation on retrieval performance
and the risk of in-domain data contamination in IR
models. These issues might affect the reliability of
zero-shot evaluations on this benchmark and high-
light the need for creating native Dutch resources,
which we leave for future work.

BEIR-NL fills a critical gap in the evaluation of
Dutch IR models and sets a foundation for further
development of IR benchmarks in Dutch. By mak-
ing BEIR-NL publicly available, we aim to support
future research and encourage the development of
retrieval models for this language.

Limitations

Besides the issues originated from translation
(which we briefly addressed before), here we
discuss other important limitations pertinent to this
work.
Native Dutch Resources. While BEIR-NL
provides a benchmark for evaluating IR models in
Dutch, it relies on translations from the original
BEIR, which is exclusively in English. This
lack of native Dutch datasets limits the ability
of BEIR-NL to fully represent and reflect the
linguistic nuances and cultural context of the
language, and therefore the complexities of Dutch
IR, especially in domain-specific contexts with
local terminology and knowledge.
Data Contamination. Many modern IR models
are trained on massive corpora that might include
content from BEIR. Table 3 indicates multiple
models that have (or might have) been exposed
to in-domain contamination for a given dataset.
This can result in inflated performance –as models
might have already seen the relevant data during

41



Metric Benchmark T
R

E
C

-C
O

V
ID

N
FC

or
pu

s

N
Q

H
ot

po
tQ

A

Fi
Q

A
-2

01
8

A
rg

uA
na

C
Q

A
D

up
st

ac
k

D
B

Pe
di

a

Sc
iD

oc
s

Sc
iF

ac
t

Average

NDCG@10 BEIR-NL 63.4 30.5 25.1 53.6 18.7 41.8 27.8 25.6 11.4 61.1 35.9
BEIR-PL 61.0 31.9 20.1 49.2 19.0 41.4 28.4 22.9 14.1 62.5 35.1
BEIR (EN) 68.9 34.3 32.6 60.2 25.4 47.2 32.5 32.1 16.5 69.1 41.9

Recall@100 BEIR-NL 10.5 22.2 65.6 70.5 42.8 92.3 54.8 36.9 26.5 83.4 50.6
BEIR-PL 10.1 24.6 57.9 67.1 44.1 93.5 53.9 30.1 33.0 88.4 50.3
BEIR (EN) 11.7 26.0 78.3 76.3 54.9 95.2 62.1 43.5 36.8 92.0 57.7

Table 4: BM25 performance on the overlapping subset of BEIR-NL, BEIR-PL, and original BEIR, for which
performance data is publicly available. Results for BEIR-PL and BEIR are from Wojtasik et al. (2024).
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NDCG@10 BEIR-NL 53.4 28.0 47.4 58.5 29.4 52.9 36.5 15.9 64.4 42.9
BEIR-PL 59.4 26.8 43.1 56.9 29.0 53.2 32.5 14.2 58.9 41.6
BEIR (EN) 57.6 36.6 58.1 63.0 45.0 58.2 40.1 18.2 73.4 50.0

Table 5: Performance of gte-multilingual-base on the overlapping subset of BEIR-NL, BEIR-PL, and original
BEIR, for which performance data is publicly available. Results for BEIR-PL and BEIR are sourced from the MTEB
leaderboard.
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BM25 original 34.3 25.4 47.2 16.5 69.1 38.5 -
back-translated 32.4 22.0 45.2 15.1 68.2 36.6 -1.9

gte-multilingual-base original 36.7 45.0 58.2 18.2 73.4 46.3 -
back-translated 32.6 40.7 55.0 18.3 71.7 43.7 -2.6

Table 6: NDCG@10 results for BM25 and gte-multilingual-base on selected datasets from the original BEIR,
and their back-translated version (from Dutch to English). ∆tr is the change in average performance due to back
translation.
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different phases of training– raising concerns about
the validity of zero-shot evaluations. Ensuring a
truly zero-shot evaluation is a difficult challenge,
as many IR models lack transparency regarding the
exact composition of training corpora.
Benchmark Validity Over Time. BEIR has
become a standard benchmark to evaluate the per-
formance of IR models, attracting a large number
of evaluations over time. This extensive usage
introduces the risk of overfitting, as researchers
might unintentionally train models tailored to
perform well on BEIR rather than on broader IR
tasks. In addition, advances in IR models and
evaluation needs might outpace the benchmark,
making it less representative and less relevant. As
a result, the relevance and validity of BEIR as well
as BEIR-NL may diminish over time.
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A Appendix: Licenses

The BEIR repository on Hugging Face9 reports
that the following datasets are distributed under the
CC BY-SA 4.0 license: NFCorpus, FiQA-2018,
Quora, Climate-Fever, FEVER, NQ, DBPedia, Ar-
guAna, Touché-2020, SciFact, SCIDOCS, Hot-
potQA, TREC-COVID. The only one exception
is CQADupStack10 with the Apache License 2.0
license.

B Appendix: Translation Prompts

We prompt Gemini-1.5-flash with the following
instructions (temperature = 0).

Query Prompt:"Translate to English the
QUERY from the {domain} domain. Provide
only the translation. QUERY:\n [’{query}’]".

Document Prompt:"Translate to English
the DOCUMENT from the {domain} do-
main. Provide only the translation. DOCU-
MENT:\n [’<title> {title} <title\> <body>
{document} <body\>’]".

9https://huggingface.co/datasets/BeIR/
10https://github.com/D1Doris/CQADupStack
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Abstract
Recent works in clustering-based topic mod-
els perform well in monolingual topic iden-
tification by introducing a pipeline to cluster
the contextualized representations. However,
the pipeline is suboptimal in identifying top-
ics across languages due to the presence of
language-dependent dimensions (LDDs) gen-
erated by multilingual language models. To
address this issue, we introduce a novel, SVD-
based dimension refinement component into
the pipeline of the clustering-based topic model.
This component effectively neutralizes the neg-
ative impact of LDDs, enabling the model to ac-
curately identify topics across languages. Our
experiments on three datasets demonstrate that
the updated pipeline with the dimension refine-
ment component generally outperforms other
state-of-the-art cross-lingual topic models 1.

1 Introduction

Traditional cross-lingual topic models (CLTM) rely
on additional resources to identify topics across lan-
guages. Based on the types of resources, CLTMs
can be categorized into document and vocabulary-
linking models. The document-linking models
require parallel or comparable corpora to model
the co-occurring word statistics across languages
and infer the cross-lingual topics (Mimno et al.,
2009; Piccardi and West, 2021). The vocabulary-
linking models are more resource-efficient than
their document-linking counterpart because they
only require a bilingual dictionary (i.e., a set of
translation entries). However, vocabulary-linking
models often result in monolingual topics (Hu et al.,
2014; Hao and Paul, 2020; Wu et al., 2023) when
the dictionary is of limited coverage to the target
corpus. Several studies proposed to link word em-
bedding spaces across languages to decrease the ef-
fort of compiling a well-covered dictionary. When

1Our code and data are available at https:
//github.com/Text-Analytics-and-Retrieval/
Clustering-based-Cross-Lingual-Topic-Model.

the assumption of shared structures across spaces
(i.e., isomorphism) holds, a small number of trans-
lation entries will be sufficient to identify topics
across languages (Chang et al., 2018; Yuan et al.,
2018; Chang and Hwang, 2021). However, the
word spaces of different languages seldom share
the same structure in practice, especially for lan-
guages that are distantly related, and iterative hu-
man involvement is still required for acquiring a
quality dictionary.

The recent development of multilingual lan-
guage models (MLM), e.g., mBERT, XLM-R, and
GPT models, attracts attention from the natural
language processing community. MLM learns the
language-agnostic representations without any ad-
ditional resources (Pires et al., 2019a; Dufter and
Schütze, 2020), which has the potential to real-
ize the zero-shot topic identification across lan-
guages (Bianchi et al., 2021), thereby reducing
efforts on data preparation. Recent studies in-
creasingly favor the clustering-based topic model
due to its superior performance and higher effi-
ciency (Sia et al., 2020; Grootendorst, 2022; Zhang
et al., 2022). The clustering-based topic model
adopts a pipeline (see Sec. 2.1) to leverage the in-
duced representations of language models for topic
identification. MLMs can be directly applied to
the pipeline of clustering-based topic modeling for
cross-lingual topic identification. However, the
current pipeline is hindered by the existence of
language-dependent dimensions (LDDs) in the rep-
resentations generated by MLMs, which makes
the representations sensitive to languages and hin-
ders the pipeline from identifying topics across lan-
guages. As depicted in Fig. 1a, the current pipeline
with MLM tends to cluster documents by languages
rather than semantic meanings. We also report the
qualitative result of misaligned topics generated us-
ing BERTopic (Grootendorst, 2022), an accessible
implementation for clustering-based topic model-
ing, in Table 1. Ideally, topic clusters should group
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documents based on their semantic meanings, as
illustrated in Fig. 1b.

(a) Topic clusters grouped
by languages

(b) Topic clusters grouped
by semantic meanings

Figure 1: Two resultant scenarios of clustering-based
topic model. Different shapes indicate the documents
discussing various topics, while different colors repre-
sent documents of different languages.

To mitigate such a problem, this study proposes
adding a new dimension refinement component into
the pipeline to neutralize the impacts of LDDs from
the representations. Specifically, we utilize singular
value decomposition (SVD) to identify the LDDs
and offer two implementations of the dimension
refining component: unscaled SVD (u-SVD) and
SVD with language dimension removal (SVD-LR).
The contributions of this study are threefold:

1. We observe and identify the negative impacts
of LDDs on the pipeline of the clustering-
based topic model in a cross-lingual topic
identification task.

2. We introduce a dimension refinement compo-
nent, implemented by either u-SVD or SVD-
LR, into the current pipeline of the clustering-
based topic model, which enables it to identify
topics across languages.

3. Our updated pipeline of the clustering-based
topic model is shown to outperform the other
state-of-the-art CLTMs on three datasets.

2 Methodology

2.1 Background: Pipeline of Clustering-based
Topic Model

The pipeline of clustering-based topic model (Groo-
tendorst, 2022; Zhang et al., 2022) contains four
steps: Document Embedding Generation → Di-
mension Reduction → Document Clustering →
Cluster Summarization. The first step adopts a
pre-trained language model to embed documents
into contextualized representations. The next step,
Dimension Reduction, reduces the dimension of
the representations for speeding up the subsequent
clustering process. The Document Clustering

step applies some clustering techniques, e.g., K-
Means (Zhang et al., 2022), to the reduced represen-
tations for topic cluster identification. The last step,
Cluster Summarization, reconstructs topic-word
distribution by using word importance ranking met-
ric, e.g., c-TF-IDF (Grootendorst, 2022), on each
topic cluster. c-TF-IDF calculate the importance of
the word w in the cluster k by

tfw,k × log(1 +
A

fw
), (1)

where tfw,k is the word frequency of w in the doc-
ument cluster k, A is the average word frequency
of all clusters, and fw is the frequency of word w
across clusters. The higher value means the word
w is more representative to a cluster k.

2.2 Pipeline Adaption for Cross-lingual Topic
Identification

To adapt the current pipeline for cross-lingual topic
identification, MLMs, such as Distilled XLM-R
(Reimers and Gurevych, 2020; Conneau et al.,
2020) and Cohere multilingual model, can be used
in step 1 for embedding documents into language-
agnostic representations E ∈ Rm×d, where m is
number of documents and d is dimension of repre-
sentations. However, we observe that a number of
dimensions of MLMs’ representations retain lan-
guage information. These dimensions are denoted
as language-dependent dimensions (LDDs). To il-
lustrate, we group documents written in language
l ∈ {l1, l2} and look into their representations. Let
eli ∈ Rml×1 be the values of i’th dimension for
ml documents written in l. We compare the values
of each dimension i ∈ d across two languages l1
and l2 by performing a two-sample t-test on el1i
and el2i . We then sort all dimensions based on
the corresponding t-statistics in descending order.
As the larger t-statistic indicates the larger mean
value difference across languages, we hereby iden-
tify LDDs. As shown in the upper-left subplot of
Fig. 2, the original MLM embeddings show notable
distinctions for documents written in two different
languages, suggesting the presence of LDDs within
the original embeddings. Furthermore, after apply-
ing UMAP, a dimension reduction approach used
by previous cluster-based topic models (Grooten-
dorst, 2022; Zhang et al., 2022), even more signifi-
cant LDDs are present (see the upper-right subplot
of Fig. 2). This is likely to occur as UMAP focuses
on capturing the local structure (McInnes et al.,
2020).
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Table 1: Top representative words of five sampled topics generated from BERTopic (Grootendorst, 2022) with
default parameters. We first use Cohere multilingual model to embed the Airiti dataset (Chang et al., 2020) and then
employ BERTopic to generate topics.

Topic#1 cell, protein, expression, induce, gene, mouse, find, show, study, treatment
Topic#2 細胞(cell),蛋白(protein),表現(expression),基因(gene),抑制(inhibition)

蛋白質(protein),我們(we),發現(discover),調控(control),病毒(virus)
Topic#5 firm, market, financial, company, return, investor, investment, bank, stock, model
Topic#22 反應(reaction),分子(molecule),高分子(polymer),結構(structure),合成(synthesize)

化合物(compound),錯合物(complex),具有(have),形成(form),利用(utilize)
Topic#46 市場(market),報酬(return),投資(investment),股票(stock),指數(index)

股價(stock price),交易(transaction),模型(model),公司(company),價格(price)

Figure 2: Top 3 language-dependent dimensions, sorted by t-statistic values, for original embeddings and embeddings
reduced using UMAP, SVD and u-SVD. We utilize the Cohere multilingual model (see Section 3.2) to encode the
documents in one of our experimental datasets, namely ECNews. The value distributions for Chinese (cn) and
English (en) documents are indicated by red and blue, respectively. All UMAP, SVD, and u-SVD reduced the
dimension size of the original representations from 768 to 100. Appendix A presents the same analysis to the other
dataset, namely Rakuten Amazon.

LDDs adversely affect the subsequent document
clustering process, as they disproportionately influ-
ence the distance calculations between documents
during clustering. As a result, LDDs cause the algo-
rithm to cluster documents by language rather than
by their semantic meaning. In order to mitigate
the negative impacts of LDDs, we repurpose the
step 2 of the pipeline from a dimension reduction
component to a dimension refinement component.
Our dimension refinement component incorporates
SVD, leveraging its notable feature that the reduced
dimensions are orthogonal to one another. Note
that previous researches have long applied SVD
for topic modeling (Deerwester et al., 1990; Crain
et al., 2012), yet its usage has been confined to
monolingual topic modeling for decomposing the
term-document matrix to capture the latent seman-
tic structure. We propose a novel approach that
applies SVD to neutralize LDDs from the represen-

tations generated by MLMs and further reduces the
influence of languages. Owing to the orthogonal
decomposition property of SVD, when one dimen-
sion retains language information, the remaining
dimensions are more likely to capture other types
of information. The lower-left subplot of Fig. 2
demonstrates that SVD consolidates the scattered
LDDs into a concentrated set of reduced dimen-
sions.

We explore two implementations of dimension
refinement components, namely unscaled SVD (u-
SVD) and SVD with Language dimension Removal
(SVD-LR). Both u-SVD and SVD-LR methods fol-
low the same decomposition manner as the stan-
dard SVD, which is represented by E = UΣV T .
However, unlike standard SVD, u-SVD only uti-
lizes U ∈ Rm×r to represent m documents in r
reduced dimensions. Since U is an orthonormal
matrix, u-SVD reduces the influence of LDDs by
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ensuring that each dimension has a unit length. For
instance, the lower-right subplot shows that u-SVD
represents the dimensions using smaller scale (see
x-axis) compared to the SVD in the lower-left sub-
plot. By reducing the scale of dimensions, u-SVD
decreases the negative contributions of LDDs in
the subsequent clustering. u-SVD is a conservative
approach as it reconciles the effects of LDDs with-
out removing any dimension. In contrast, SVD-LR
is more aggressive by removing the most influen-
tial LDD after performing SVD. Specifically, we
represent the documents using UΣ ∈ Rm×r and
use the two-sample t-test to identify the most influ-
ential LDD r̂, which has the largest difference in
the mean values of two languages. Then, SVD-LR
removes r̂ from UΣ.

Algorithm 1 Updated Pipeline for Cross-lingual
Clustering-based Topic Model

Require: MLM, corpus, number of reduced di-
mensions r, number of topics K

1: Obtain E by embedding the corpus using the
assigned MLM

2: U,Σ, V T = SVD(E, r)
3: if u-SVD then
4: E∗ = U
5: else if SVD-LR then
6: Identify the most influential LDD r̂ using

two-sample t-test
7: Obtain E∗ by removing r̂ from UΣ
8: end if
9: C1, C2, ..., CK = Kmeans(E∗,K)

10: ϕ1, ϕ2, ..., ϕK = c-Tf-IDF(C1, C2, ..., CK)
11: return ϕ1, ϕ2, ..., ϕK

Algorithm 1 presents the updated pipeline,
which is detailed as follows: (1) in line 1, doc-
uments are embedded using the MLM to obtain
document representations E, (2) from line 2 to
line 8, we perform the dimension refinement step 2

using either u-SVD or SVD-LR to obtain refined
document representations E∗, (3) in line 9, Kmeans
algorithm 3 are applied on E∗ to group documents
into K topic clusters, and (4) in line 10, we sum-
marize and reconstruct the topic-word distribution
for each topic cluster using c-TF-IDF (Eq. 1).

2We use the SVD implementation from Dask package
https://www.dask.org.

3We use Kmeans implementation with default parameters
from scikit-learn package https://scikit-learn.org/.

3 Experimental Setup

3.1 Dataset

We conduct experiments using three datasets: (1)
Airiti Thesis which consists of 163,150 pairs of
English and Chinese thesis abstracts (Chang et al.,
2020). On average, each abstract contains 165
words. (2) ECNews comprises 50,000 Chinese
news and 46,850 English news articles, with an av-
erage length of 11 words per article. (3) Rakuten
Amazon is a compilation of 25,000 Japanese and
25,000 English product reviews, with an average of
27 words per review. ECNews and Rakuten Ama-
zon were used in the previous research for cross-
lingual topic evaluation (Wu et al., 2023). Consid-
ering that ECNews and Rakuten Amazon primarily
contain short documents, we include Airiti Thesis
in our experiments to evaluate the performance on
identifying topics in longer documents.

3.2 Multilingual Language Model

We evaluate our proposed methods and compare
them with other methods using three different
MLMs: (1) mBERT (Devlin et al., 2019) has
been investigated for its capability on cross-lingual
classification tasks (Pires et al., 2019b). We
use transformers4 to load bert-base-multilingual-
cased5 and use output of special classification to-
ken ([CLS]) to get the mBERT embedding for a
document. (2) Distilled XLM-R (Reimers and
Gurevych, 2020) is designed for embedding a para-
graph and is based XLM-R (Conneau et al., 2020),
which is superior than mBERT in parallel sen-
tence retrieval (Libovický et al., 2020). We use
sentence-transformers6 to access Distilled XLM-R
(paraphrase-xlm-r-multilingual-v1). (3) Cohere
multilingual model has shown its capabilities
in various cross-lingual retrieval tasks (Kamalloo
et al., 2023). We use the Cohere multilingual model
(embed-multilingual-v2.0) by the API7.

3.3 Baseline & Competitor

We compare three alternative baselines to show
the effectiveness of using u-SVD and SVD-LR as
dimension refinement step: (1) original embed-
ding, referred as OE, which is simply generated

4https://github.com/huggingface/transformers
5https://huggingface.co/

bert-base-multilingual-cased
6https://www.sbert.net
7https://txt.cohere.com/multilingual/
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from the given MLM, (2) UMAP 8, which is the
popular dimension reduction method, whose ef-
fectiveness in identifying monolingual topics has
been shown (i.e., CETopic) (Zhang et al., 2022),
and (3) pure SVD, which is used as a benchmark
to compare against u-SVD and SVD-LR. More-
over, we compare two recent cross-lingual topic
models: (1) Cb-CLTM (Chang and Hwang, 2021)
incorporates a cross-lingual word space into the
generative process of latent Dirichlet allocation
(Blei et al., 2003). Cb-CLTM demonstrates its
superior performances compared to other proba-
bilistic cross-lingual topic models. To enable the
Cb-CLTM, we use pre-aligned English-Chinese
and English-Japanese word spaces from MUSE
project9. (2) InfoCTM (Wu et al., 2023) is a neural
topic model that identifies topics across languages
based on the guidance of the given bilingual dictio-
nary. InfoCTM is the state-of-the-art neural cross-
lingual topic model. We follow the report of the
InfoCTM to use a Chinese-English dictionary from
MDBG10 and Japanese-English dictionary from
MUSE project to link topics across languages.

3.4 Evaluation Metric
We measure the generated topics using two metrics
widely adopted in previous CLTMs: CNPMI and
Diversity. For each topic k ∈ K, we select top-N
represented words for l1 and l2 languages, denoted
as W l1

k,N and W l2
k,N .

CNPMI (Hao and Paul, 2020; Chang and
Hwang, 2021; Wu et al., 2023) measures the coher-
ence of generated topic words across languages:

− 1

N2

∑

wi∈Wl1
k,N ,wj∈Wl2

k,N

log Pr(wi,wj)
Pr(wi)Pr(wj)

logPr(wi, wj)
, (2)

where Pr(wi, wj) is the co-occurring probability
of words wi and wj and Pr(wi) is the marginal
probability of wi. For Airiti Thesis, we estimate the
probability using the comparable abstracts in the
Airiti Thesis. For ECNews and Rakuten, we mea-
sure the probability using comparable Wikipedia
corpus 11. The CNPMI ranges from −1 (least co-

8We use the implementation from umap-learn package
https://github.com/lmcinnes/umap.

9https://github.com/facebookresearch/MUSE
10https://www.mdbg.net/chinese/dictionary?page=

cc-cedict
11We use the implementation https://github.com/

BobXWu/CNPMI from the authors of InfoCTM (Wu et al.,
2023).

herent) to 1 (most coherent), and we report the
average CNPMI scores across K topics.

Diversity (Dieng et al., 2020) measures the
uniqueness of generated topic words across K top-
ics:

|⋃1≤k≤K W l1
k,N |+ |⋃1≤k≤K W l2

k,N |
K × 2×N

, (3)

which ranges between 0 (the least diversity) and 1
(the highest diversity). To combine the two aspects,
we further compute Topic Quality (TQ) (Dieng
et al., 2020) as the product of max(0, CNPMI) and
Diversity, providing a cohesive measure for our
analysis. Note that positive CNPMI contributes to
TQ because NPMI measurement positively corre-
lates with human interpretability (Lau et al., 2014).
The topic with negative CNPMI are considered to
be uninterpretable.

We evaluate top 15 words (N = 15) of each
topic for CNPMI and Diversity. For more robust
comparison, we re-run every method five times
using different seeds and report the average perfor-
mance.

4 Results & Analysis

4.1 Performance of Cross-lingual Topic Model

Table 2 shows the performance of different methods
on three datasets. We adopt the following settings.
Cohere multilingual model is chosen as the MLM,
which embeds every document into 768 dimen-
sional representations. All dimension reduction
methods reduce the original embedding from 768
to 100 dimensions. The number of topics (clusters)
is set to 50 because InfoCTM (Wu et al., 2023)
reports performances on this number for both EC-
News and Rakuten Amazon.

The results clearly indicate that incorporating a
clustering-based topic model pipeline with three
baseline embeddings, including original embed-
ding, UMAP, and SVD, does not perform well
in terms of CNPMI and Diversity. We also use
feature-wise min-max normalization on UMAP, re-
sulting in UMAP-norm. However, UMAP-norm
does not enhance performance. Both Cb-CLTM
and InfoCTM exhibit high diversity scores. How-
ever, when applied to the Airiti dataset, they gener-
ate topics with negative CNPMI scores, suggesting
that their generated topics are difficult to be inter-
preted by human (Lau et al., 2014). The pipelines
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Table 2: Comparison of topic quality for baselines, competitors, and our proposed methods.

Dataset Airiti ECNews Rakuten Amazon

Metric CNPMI Diversity TQ CNPMI Diversity TQ CNPMI Diversity TQ

OE -0.244 0.570 0.000 0.022 0.554 0.012 0.009 0.290 0.003
UMAP -0.202 0.572 0.000 0.019 0.598 0.011 0.003 0.265 0.001
UMAP-norm -0.207 0.585 0.000 0.019 0.613 0.012 0.003 0.264 0.001
SVD -0.251 0.564 0.000 0.026 0.567 0.015 0.009 0.282 0.003

Cb-CLTM -0.145 0.941 0.000 0.021 0.774 0.016 0.008 0.699 0.006
InfoCTM -0.087 0.917 0.000 0.044 0.905 0.040 0.033 0.856 0.028

SVD-LR 0.179 0.571 0.103 0.087 0.741 0.065 0.032 0.607 0.019
u-SVD 0.171 0.603 0.103 0.086 0.823 0.071 0.037 0.665 0.025

with u-SVD and SVD-LR result in less diverse top-
ics than Cb-CLTM and InfoCTM but have better
CNPMI and TQ on the Airiti and ECNews datasets.
Moreover, InfoCTM, SVD-LR, and u-SVD reach
comparable CNPMI and TQ on the Rakuten Ama-
zon dataset. These results suggest that u-SVD and
SVD-LR can generalize to datasets of different
lengths.

4.2 Performance on Different MLMs

To test the generalizability of u-SVD and SVD-LR,
we evaluate and compare performances on three
MLMs, namely mBERT, Distilled XLM-R, and Co-
here Multilingual Model, on the Airiti Thesis. All
three MLMs generate document embedding with
768 dimensions. To benchmark with the results
shown in Table 2, each document embedding is
also reduced or refined to 100 dimensions, and the
number of topic clusters is set to 50.

Table 3 reveals that when using mBERT, both
SVD-LR and u-SVD achieve only marginal im-
provement, if any, on topic quality compared to
other three baselines. This may be attributed to
limited cross-lingual capability of mBERT because
it is the first generation MLM. On the other hand,
with the document representations generated by
more capable MLMs, namely Distilled XLM-R
and Cohere Multilingual Model, SVD-LR and u-
SVD consistently demonstrates their robust perfor-
mances and generate topic clusters with better topic
quality.

4.3 Sensitivity Analysis on the Size of
Reduced Embeddings

To better understand u-SVD and SVD-LR, we con-
duct sensitivity analysis on the size of embeddings.
In this analysis, we use all three datasets and fix the
number of cluster topics at 50. We reduce the doc-
ument representations generated by Cohere Mul-

Figure 3: Sensitivity analysis of u-SVD and SVD-LR
on different dimensions.

tilingual Model from 768 to 100, 200, and 500 to
see their influence on the CNPMI.

Fig. 3 shows that SVD-LR has a more robust re-
sult across different embedding dimensions. SVD-
LR preserves the importance weight (i.e., Σ) of
each dimension except for the most influential
LDD, resulting in robust performance across vari-
ous dimensions. On the contrary, u-SVD abandons
the importance weight of dimensions from SVD to
lessen the effect of LDDs. Thus, u-SVD is affected
by those dimensions that originally had small singu-
lar values, leading to poorer outcomes when more
dimensions are utilized. In summary, while both
u-SVD and SVD-LR lose some information due to
the elimination of LDDs, SVD-LR seems to lose
fewer information when more dimensions are in-
troduced.

4.4 Qualitative Result

We apply the Cohere multilingual model to embed
the Airiti dataset and use BERTopic (Grootendorst,
2022), which implements the previous pipeline of
clustering-based topic model. Table 1 shows the
representative words for ten manually sampled top-
ics generated by BERTopic. Each topic consists
of top words purely from a single language and
is misaligned by the semantic meaning. For in-
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Table 3: Topic quality of using three different MLMs.

Method
mBERT Distilled XLM-R Cohere Multilingual Model

CNPMI Diversity TQ CNPMI Diversity TQ CNPMI Diversity TQ
OE -0.122 0.478 0.000 -0.211 0.600 0.000 -0.244 0.570 0.000
UMAP -0.190 0.421 0.000 -0.198 0.536 0.000 -0.202 0.572 0.000
SVD -0.117 0.476 0.000 -0.208 0.580 0.000 -0.251 0.564 0.000
SVD-LR -0.149 0.492 0.000 0.172 0.527 0.091 0.179 0.571 0.103
u-SVD 0.001 0.591 0.000 0.182 0.629 0.115 0.171 0.603 0.103

Table 4: Top representative words of 10 sampled topics from updated pipeline with u-SVD and SVD-LR

u-SVD

Topic#2 optical,光學(optics),雷射(laser),發光(glow), laser, light,元件(component),
led,我們(we),結構(structure)

Topic#7 影像(image), image,我們(we),演算法(algorithm),方法(method), propose,
algorithm,提出(propose), method, video

Topic#9 網路(network),無線(wireless),傳輸(transmission),通訊(communication),
network,我們(we),使用(use),系統(system),提出(propose), propose

Topic#20 polymer,高分子(polymer),材料(material), surface, film, increase,
high, property,結構(structure)

Topic#21 投資(investment),市場(market),報酬(return), market, return,股票(stock),
交易(transaction),指數(index), stock,投資人(investor)

SVD-LR

Topic#1 optical,發光(glow),光學(optics),雷射(laser),元件(component), led, laser,
light,結構(structure),我們(we)

Topic#6 影像(image), image,我們(we),演算法(algorithm),方法, propose,
algorithm,提出(propose), method, video

Topic#12 polymer,高分子(polymer),材料(material), surface,表面(surface), film,
結構(structure), increase, high, material

Topic#17 網路(network),無線(wireless), network,傳輸(transmission),我們(we),
使用(use),節點(node),通訊(communication),提出(propose),服務(service)

Topic#21 投資(investment),市場(market), market,報酬(return), return,指數(index),
交易(transaction),股票(stock), stock, investor

stance, topics #1 & #2 discuss the same topic but
are separated into two topics. Table 4 uses the same
setting as Table 1 but apply u-SVD and SVD-LR
for dimension refinement. Most topics contain rep-
resentative words across languages and are grouped
by the semantic meanings of topics. For example,
the concept of "Financial Market" is separated into
two topics in Table 1, namely topics #5 & #46,
based on languages. On the contrary, as shown in
Table 4, topic #21 from u-SVD and topic #21 from
SVD-LR include the words of different languages
yet with similar concept.

5 Related Work

5.1 Clustering-based Topic Model

Recent works (Sia et al., 2020; Zhang et al., 2022;
Grootendorst, 2022) have explored methods that

cluster contextualized representations to identify
topics from a corpus. Sia et al. (2020) used the
BERT model to encode each token into a represen-
tation, averaging these representations to obtain a
document-level representation. They then applied
K-means clustering to these document representa-
tions and reconstructed the topic-word distributions
using a tf-idf weighting scheme. The coherence per-
formance of their resultant topics was comparable
to that of the traditional topic model, LDA (Blei
et al., 2003). Similarly, Zhang et al. (2022) and
Grootendorst (2022) proposed a pipeline consist-
ing of four steps. First, they used language models,
such as sentence BERT (SBERT), to encode docu-
ments into representations. Next, they applied the
dimension reduction technique UMAP to these rep-
resentations. In the third step, they used K-means
clustering on the reduced representations to gen-
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erate document clusters, each considered a topic
cluster. Finally, they employed a word importance
ranking method, c-Tf-IDF, to identify representa-
tive topic words. Their pipelines outperformed
neural topic models in terms of both efficiency
and topic quality. However, the proposed pipeline
hasn’t been evaluated in cross-lingual settings. Our
study aims to fill this gap.

5.2 Language-dependent Component

Several studies (Libovický et al., 2020; Zhao et al.,
2021; Chang and Hwang, 2021) have shown that
MLM-generated representations contain language-
dependent components (LDDs), which signal lan-
guage identity and hinder cross-lingual transfer.
To mitigate such LDDs, Libovický et al. (2020)
noted that representations of the same language
are closely located in the space. They recom-
mend removing the language-specific mean from
the mBERT representations as a solution. However,
even after this adjustment, the resulting represen-
tations can still be utilized as features to predict
the language accurately, suggesting that simply re-
moving the language-specific means from the rep-
resentations is insufficient. Zhao et al. (2021) pro-
pose a method that requires parallel corpus to fine-
tune mBERT and XLM-R for generating language-
agnostic representations. The method fine-tunes
the language model to align the sentence pairs from
the parallel corpus. To further close the gap be-
tween languages, the method also constrains the
representations of different languages to be dis-
tributed with zero mean and unit variance. Such
an idea is close to our proposed u-SVD; however,
u-SVD is a more efficient and appropriate method
for models with ample parameters because it does
not require parallel corpus and fine-tuning. Chang
and Hwang (2021) observed that LDDs prevent
their topic model from identifying topics across
languages. They proposed training a logistic regres-
sion to identify the contributed dimensions (i.e.,
LDDs) for language identity and removed them
from the representations. They found that remov-
ing the LDDs helped identify more cross-lingual
topics. However, removing the LDDs directly from
the original representations comes with the cost of
losing semantic completeness. Our SVD-LR eases
this issue because utilizing SVD helps us to consol-
idate the scattered language-dependent dimensions
into one specific dimension. Therefore, SVD-LR
only removes the most contributed LDD, poten-
tially minimizing the risk of losing other semantic

meanings.

6 Conclusion

We investigate the problem with the current
pipeline of clustering-based topic model when ap-
plied on multilingual corpus, which is caused by
language-dependent dimensions in the multilingual
contextualized embedding. To solve this problem,
we propose two methods for dimension refinement,
namely u-SVD and SVD-LR. Our experiments sug-
gest that the updated pipeline with our proposed
refinement component is effective in cross-lingual
topic identification and results in more coherent
topics than existing cross-lingual topic models.

Limitations

This study only evaluates proposed dimension re-
finement components, u-SVD and SVD-LR, on
three MLMs, namely mBERT, XLM-R, and Co-
here Multilingual Model. We chose these three
MLMs because of their extensive investigations in
cross-lingual retrieval tasks. The future work may
investigate more other MLMs such as LASER12,
Universal Sentence Encoder13, and OpenAI em-
bedding API 14. Extensive experiments on more
language pairs are another future work since we
only evaluate two English-Chinese datasets and one
English-Japanese dataset. It is worth noting that our
proposed methods are effective in language pairs
from distant and different language families. Fur-
thermore, it’s also crucial to investigate our meth-
ods for datasets with more than two languages,
such as EuroParl.
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Figure 4: Top 3 language-dependent dimensions, sorted by t-statistic values, for original embeddings and embeddings
reduced using UMAP, SVD and u-SVD on Rakuten Amazon dataset.
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Abstract

Translating between languages with drastically
different grammatical conventions poses chal-
lenges, not just for human interpreters but also
for machine translation systems. In this work,
we specifically target the translation challenges
posed by attributive nouns in Chinese, which
frequently cause ambiguities in English transla-
tion. By manually inserting the omitted particle
的 (’DE’). In news article titles from the Penn
Chinese Discourse Treebank, we developed a
targeted dataset to fine-tune Hugging Face Chi-
nese to English translation models, specifically
improving how this critical function word is
handled. This focused approach not only com-
plements the broader strategies suggested by
previous studies but also offers a practical en-
hancement by specifically addressing a com-
mon error type in Chinese-English translation.

1 Introduction

The development of Machine Translation (MT)
systems for languages with significantly different
grammatical structures presents unique challenges
(Zhang et al., 2024), particularly in the treatment
of function words, which may be implicitly under-
stood in one language but require explicit trans-
lation in another. In Chinese, for example, the
absence of attributive particles such as的 (’DE’)
can lead to ambiguities and inaccuracies in En-
glish translations. Nowadays, MT systems use
large training datasets, general-domain datasets or
extracting parallel texts from existing corpora for
domain-specific tuning (Devlin et al., 2018; Liu
et al., 2019; Conneau et al., 2020; Chi, 2021; Kocmi
et al., 2022). However, these approaches often
fall short when addressing nuanced linguistic fea-
tures that are domain-specific or underrepresented
in available training datasets.

In this work, we adopt a focused approach to im-
prove the translation of Chinese attributive nouns
to English, targeting the challenges posed by the

学生问题 (without DE)
学生的问题 (with DE)

Figure 1: Two Translations of Student Question

implicit usage of the particle ’DE’. Our research
begins with a feasibility test of function words in
Chinese, including prepositions, conjunctions, par-
ticles, and modals. We particularly examine the
impact on translation quality when these words
are omitted. We identified ’DE,’ which explicitly
signifies adjectives in Chinese–examples in Fig-
ure 1. With "DE", the phrase refers to an NP (a
question a student asks or a question assigned to
a student).Without "DE", the phrase can also be a
sentence with the approximate meaning "a student
asks a question". "DE" turns out to be a critical
function word whose absence significantly affects
the clarity and accuracy of translations. We hy-
pothesize that tuning machine translation models
specifically on use cases of attributive nouns can im-
prove their performance. To confirm this, we create
a parallel set of data using news article titles from
the Penn Chinese Discourse Treebank (Xue, 2005).
This dataset includes the original Chinese titles and
their modified English translations, where ’DE’ was
manually inserted to accurately reflect its implied
usage. We use this dataset to fine-tune Chinese-
English MNT models. Then we conduct a rigorous
evaluation using a sample of 1,000 sentences from
the UM Chinese English parallel corpus afterwards.
The results showed notable improvements in BLEU
(Papineni et al., 2002) and CHRF (Popović, 2015)
scores.

Our contributions are twofold: (i) We developed
a novel, focused parallel corpus specifically ad-
dressing the translation challenges posed by attribu-
tive nouns in Chinese, thereby enhancing the se-
mantic accuracy of translated texts. (ii) We fine-
tune NMT models using our innovative dataset to
refine the translation of complex grammatical struc-
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tures from Chinese to English. This approach not
only improves translation accuracy but also con-
tributes to the broader understanding of function
word impact in machine translation, especially for
languages with substantial grammatical differences.

2 Related Work

Our research proves largely relevant to the foun-
dational ideas presented by Heylen et al. (1994),
who explored the concept of lexical functions as
cross-linguistic semantic primitives essential for
crafting translation strategies. These strategies aim
to preserve the semantic integrity of collocations
across languages, highlighting the profound impact
that precise modeling of function words can have
on translation accuracy. This seminal work sets the
stage for understanding how nuanced handling of
function words is critical to maintaining meaning
across different languages. Building on these in-
sights, subsequent research has further underscored
the significance of function words in translation.
Notably, Zhang et al. (2017) developed advanced
embedding techniques to integrate the nuanced us-
ages of function words directly into the translation
process. Their approaches—concatenation, parti-
tioning, and usage-specific embeddings—are de-
signed to enhance the NMT system’s understand-
ing of function words, which is vital for achiev-
ing accurate translations. Additionally, Kuo (2019)
identified discrepancies in the usage of function
words between machine-translated and original Chi-
nese texts, noting that the overuse of frequent func-
tion words could lead to "translationese." This phe-
nomenon occurs when the translated text retains
too many features of the source language, under-
scoring the need for nuanced handling of function
words in translation models. Further research by
He et al. (2019) delved into how function words af-
fect the performance of neural machine translation
(NMT) systems. Their findings demonstrate the im-
portance of adequately addressing function words
within NMT systems to improve translation out-
comes. These collective research efforts illustrate
the evolving understanding and importance of func-
tion words in machine translation, emphasizing that
effective handling of these elements is essential for
bridging the gap between languages with diverse
grammatical structures. However, while these stud-
ies focus on the issue of properly handling function
words when they are present, they often overlook
the effect these words can have when they are ab-

sent but implied. This is particularly relevant in
the case of attributive nouns in Chinese, which fre-
quently cause ambiguities in English translation.
Complementing these studies, our research specif-
ically targets the translation challenges posed by
these attributive nouns, proposing a method to ad-
dress the challenge effectively. By developing a
targeted dataset and refining the NMT model to
recognize and correctly translate implied function
words, our work aims to reduce ambiguities and
enhance the clarity and accuracy of translations
between these linguistically diverse languages.

3 Methodology

This work is driven by the observation that closed-
class words, including prepositions, conjunctions,
particles, and modals, primarily serve grammatical
rather than lexical roles in a language. These ele-
ments provide the scaffolding that holds sentences
together, determining the syntax and influencing the
semantics. Crucially, they are essential for convey-
ing the correct relationships and structures within
sentences, directly impacting the logic and intended
meaning of the original statements. Capturing the
meanings of closed-class words is thus fundamen-
tal to preserving the logical structure and intended
meaning of sentences in translation.

3.1 Feasibility Test
We identified our functional words of interest based
on the following criteria:

1. The word is optional in the original language;
that is, deleting the word does not necessarily
change the meaning of the sentence.

2. Deleting the word results in a grammatically
correct but ambiguous sentence.

3. The translation of the sentence carries a differ-
ent meaning from the original.

We compiled a list of 82 such words in Chinese.
436 ChatGPT-generated and manually-checked sen-
tences incorporating these function words were gen-
erated to create a focused test corpus. To isolate
the effect of each function word, we developed a
script that systematically removed each word from
the sentences, generating a new output file for each
word’s omission. This method allowed for a con-
trolled examination of the impact on translation
quality when these words were absent. After in-
specting the output of these files with that of the
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original file without any of the closed-class words
removed through Argos translate, surprisingly, we
observed that NMT performed generally well when
handling omitted conjunctions given that deleting
the conjunctions did not change the meaning of
the sentence in the original language, The omitted
prepositions had limited impact as well, which can
be attributed to a key characteristic of the Chinese
language, where the presence of certain auxiliary
words can compensate for the omission of preposi-
tions, thereby reducing the impact on translation ac-
curacy and coherence. Omitting particles results in
ungrammatical sentences in the original language,
making them unsuitable objects according to our
test criteria. Lastly, among the modals, the only
case where all of the above criteria are met is "DE",
which is a particle that typically follows an adjec-
tive and is omitted in the case of an attributive noun.

3.2 Data Development

Realizing that use cases of attributive nouns in Chi-
nese cause ambiguity and inaccuracy when trans-
lated into English, we extracted the titles of all the
articles from the Penn Chinese Discourse Treebank,
noting that titles of news articles are a common
places for the use of attributive nouns. We ran Ar-
gos Translate on the list of titles to obtain their
English translation, then manually inserted the im-
plied particle "DE" back into the titles where the
use of attributive nouns occurred and ran Argos
Translate on the modified list again.

After comparing the translation results before
and after modification, out of 165 titles, 143 con-
tained uses of attributive nouns, and 135 of these
showed improvements in translation quality in
terms of coherence, completeness, and accuracy.
This manual process resulted in a parallel dataset
with the original Chinese titles and their English
translations after modification, ready to be used
as tuning data for the MT models we prepared to
verify if targeted interventions on function word
handling can enhance MT system performance.

4 Experiment Results

To test our test-dataset, we decided to fine-tune
some of the most prominent English-Chinese NMT
models. The NMT models were fine-tuned with
2 subsets: 60 and 1k sentences from the approxi-
mately 67.5k sentences categorized under the News
section of UM Corpus. This was done to assess the
effectiveness of our approach and determine if more

exhaustive testing of our dataset was necessary.

4.1 Models
We use the following models for fine-tuning.

• MarianNMT (Junczys-Dowmunt et al., 2018):
is an open-source neural machine translation
framework built upon the Transformer ar-
chitecture. It supports various architectures
such as Transformer, Transformer-Base, and
Transformer-Big. The Transformer architec-
ture consists of self-attention mechanisms and
feed-forward neural networks, allowing for
parallel computation and capturing long-range
dependencies in the input sequence. Marian-
NMT is known for its efficiency, scalability,
and ease of training on custom datasets. It
allows for quick experimentation with differ-
ent configurations and is widely used in both
research and production settings.

• NLLB-200 (Costa-jussà et al., 2022): stands
for Neural Language Lattice Based model, a
novel approach specifically designed for low-
resource languages. Unlike traditional NMT
models, NLLB-200 utilizes a lattice-based de-
coding mechanism, which helps to handle the
ambiguity often present in low-resource lan-
guage translation tasks. This model incorpo-
rates techniques to efficiently capture linguis-
tic nuances and improve translation quality
even with limited training data.

• mBART (Liu et al., 2020): is a multi-
lingual variant of BART (Bidirectional
and Auto-Regressive Transformers), a
transformer-based model specifically de-
signed for sequence-to-sequence tasks like
machine translation. mBART leverages a
pretraining phase where it learns to generate
text in multiple languages simultaneously.
This multilingual pretraining enables mBART
to effectively transfer knowledge across
languages, making it particularly useful for
multilingual translation tasks. Additionally,
mBART introduces a shared tokenization
scheme across languages, facilitating direct
comparison and transfer of information
between different language pairs.

5 Results

The fine-tuning process demonstrated a slight but
noticeable improvement in BLEU scores and pre-
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cision metrics, particularly when the sample size
was increased to 1000 sentences. This larger sam-
ple size helped to better showcase the efficacy of
the targeted interventions. Out of the evaluated
sentences, 45 showed improved translation qual-
ity while 42 exhibited some regression. However,
the magnitude and quality of improvements were
substantially more significant than the regressions,
underscoring the potential benefits of fine-tuning
MT systems with carefully curated data.

6 Discussion

6.1 Interpretation of Results

Our experiments provide valuable insights into the
role of closed-class words in machine translation,
particularly from Chinese to English. Initial testing
and fine-tuning of the Helsinki NLP model with a
dataset specifically enhanced for attributive nouns
showed nuanced but measurable improvements in
translation accuracy. The slight increase in BLEU
scores and precision metrics, especially noticeable
after expanding the sample size, suggests that tar-
geted interventions on specific linguistic features,
such as attributive nouns, can significantly enhance
machine translation system performance. This im-
provement is critical because attributive nouns in
Chinese often omit particles like DE, leading to sig-
nificant ambiguities when translated into English
without proper contextual handling.

Our findings emphasize the importance of accu-
rately translating closed-class words. These words,
while not carrying separate meanings themselves,
crucially structure the syntax and semantics of sen-
tences. Incorrect translation or omission can disrupt
the logical flow of the translated text, resulting in
outputs that are grammatically correct but semanti-
cally flawed. Moreover, the improved handling of
these words through manual adjustments and model
tuning illustrates that even minor enhancements in
linguistic structure treatment can substantially im-
prove the clarity and coherence of translated texts.
This is particularly vital for languages like Chinese,
where the omission of specific function words is a
common practice and poses significant challenges
in automated translation contexts.

6.2 Limitations and Future Research
Directions

While the improvements are encouraging, the rela-
tively modest increases in BLEU scores highlight
the limitations of current machine translation tech-

nologies in handling complex linguistic phenom-
ena. The necessity for manual intervention in cre-
ating the tuning dataset also reveals a significant
gap in automated systems’ ability to comprehend
and reproduce nuanced linguistic features indepen-
dently. Initially, we attempted to use a script (using
Python’s Jieba package) to automatically identify
nouns by tags and append the missing particle “DE.”
However, due to the multifunctional nature of many
Chinese words, which can serve as nouns, verbs, or
adjectives, this script did not perform adequately,
leading us to manually insert “DE” in the original
text to ensure data accuracy. This manual process
was time-consuming and significantly limited the
corpus’s scope, thus constraining our ability to pro-
duce and observe the impact of a larger dataset.
Future research should explore the development
of more sophisticated NLP models that incorpo-
rate deeper linguistic analyses into the translation
process, potentially reducing the need for manual
adjustments. Expanding the scope of the study
to include other languages with similar linguistic
features could further our understanding of the uni-
versal applicability of our approach. Additionally,
investigating the use of advanced machine learning
techniques such as deep learning and neural net-
works may provide new avenues to automate the
identification and correct translation of closed-class
words more effectively, potentially leading to sig-
nificant advancements in the field, especially for
languages with complex syntactical structures.

7 Conclusion

In conclusion, our study demonstrates the poten-
tial benefits of targeted linguistic interventions in
machine translation. By focusing on the accurate
translation of closed-class words, especially in lan-
guages like Chinese where these words play a cru-
cial grammatical role, we can significantly enhance
the semantic accuracy of translated texts. Contin-
ued exploration and refinement of these techniques
are essential for advancing the capabilities of ma-
chine translation technologies in the coming years.
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Model
Pre-trained Fine-Tuned - 60 sent Fine-Tuned - 1k sent

BLEU CHRF BLEU CHRF BLEU CHRF
MarianNMT 37.8 70.6 37.8 70.6 38.2 72.1
NLLB-200 38.3 72.1 38.3 72.2 39.5 75.1
mBART 36.7 64.8 36.7 64.8 37.1 66.4

Table 1: BLEU and CHRF results of the 3 NMTs used to measure the performance of our test-dataset
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Abstract

Linguistic fieldwork is an important component
in language documentation and the creation
of comprehensive linguistic corpora. Despite
its significance, the process is often lengthy,
exhaustive, and time-consuming. This paper
presents a novel model that guides a linguist
during the fieldwork and accounts for the dy-
namics of linguist-speaker interactions. We
introduce a novel framework that evaluates the
efficiency of various sampling strategies for
obtaining morphological data and assesses the
effectiveness of state-of-the-art neural models
in generalising morphological structures. Our
experiments highlight two key strategies for
improving the efficiency: (1) increasing the di-
versity of annotated data by uniform sampling
among the cells of the paradigm tables, and
(2) using model confidence as a guide to en-
hance positive interaction by providing reliable
predictions during annotation.

1 Introduction

According to UNESCO, around 2,000 languages
are currently classified as endangered and over half
of the languages spoken today might disappear by
the end of the century.1 In 2022, the organisation
has declared the start of the decade of indigenous
languages, and many linguists increased their
efforts in documentation and revitalisation. But
language documentation is a drawn-out, iterative,
and exhausting process. A linguist would normally
visit a language community several times to
interview speakers and collect the data. During
each visit, she or he would focus on tasks such
as elicitation of words and language rules by
offering them questionnaires or asking them to tell
stories. Between visits, the linguist would focus on
processing, revising the data, and forming working
linguistic hypotheses that will be further revised

1https://www.un.org/development/desa/
indigenouspeoples/indigenous-languages.html

Figure 1: Illustration of the proposed word elicitation
process model.

during the next face-to-face sessions. The amount
of time spent in interaction with speakers is an
important limiting resource, as native speakers
often get tired in lengthy sessions, leading to a
decline in their attention and interest, and, as a
result, in poorer data quality (Bowern, 2015).

In this paper, we introduce a neural system that
guides the linguist, making the process of data
collection more efficient.2 The proposed model
takes into account pre-collected data, identifies po-
tential gaps in it, and informs the linguist of the
(most informative) parts that should be collected
in the next iteration. In contrast to existing ap-
proaches, we for the first time incorporate a mea-
sure that reflects an important ergonomic aspect of
linguist-speaker interactions: we explicitly distin-
guish the following two cases of “atomic” linguist-
to-speaker interactions: (1) either a linguist makes
a correct guess satisfying the speaker, or (2) seeks
more information (e.g., upon producing ungram-
matical utterances). The latter action tires the in-
formant more than the former. Therefore, assum-
ing that much greater cost associated to case (2)
compared to case (1), we frame the planning of
interaction sequences as an optimisation task.

As a case study, we focus on morphological in-
2You can find all the code for this paper at https://

github.com/Aso-UniMelb/neural-fieldwork-guide
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flection data as it is characterised by high regularity
and systematicity (Vylomova, 2018) and neural
models are particularly good at capturing regular
patterns in data and have previously demonstrated
high accuracy on morphological inflection shared
tasks (Cotterell et al., 2017, 2018; McCarthy et al.,
2019; Vylomova et al., 2020; Pimentel et al., 2021;
Kodner et al., 2022; Goldman et al., 2023). As we
aim to identify more data-efficient approaches, we
also provide a comparative analysis of a variety
of sampling strategies (1) under a variety of data
conditions as well as (2) in terms of their relevance
and utility for the fieldwork pipeline. For the first
aspect, we include typologically diverse languages
representing major morphological processes (fu-
sion, agglutination), a variety of morphological
complexities, and with ranging amounts of data
available. For the second, we evaluate the models’
ability to capture paradigm cell inter-predictability
(discussed in Section 4.2).

Our main contributions are:
1. A novel approach to evaluate neural mod-

els that takes into account the nature of linguist-
speaker interactions;

2. Evaluation of state-of-the-art models and sam-
pling approaches for data-efficiency and ability to
capture inter-cell predictability.

2 Background

2.1 Motivation for the Word-and-Paradigm
Model

A key task in linguistic data collection involves
the development and management of interlin-
ear glossed texts, where morphological forms
are broken down into units that carry meaning.
While tools like “FieldWorks Language Explorer
(FLEx)”3 offer some semi-automated assistance,
interlinear glossing remains a highly time-intensive
task for field linguists. The SIGMORPHON 2023
shared task on interlinear glossing (Ginn et al.,
2023) highlighted efforts to automate this process
and demonstrated that the availability of morpho-
logical segmentation plays a crucial role in achiev-
ing high accuracy. Still, morphological segmenta-
tion itself is a non-trivial task and a complicated
problem in computational morphology (Batsuren
et al., 2022a).

An alternative method for morphological anno-
tation is to adopt a model which does not necessi-
tate segmentation. Copot et al. (2022) also recom-

3https://software.sil.org/fieldworks/

mend a word-based approach to morphological an-
notation, especially for under-resourced and under-
described languages. When working on a new lan-
guage, a linguist collects and analyses wordforms,
making generalisations about their relationships,
and trying to identify morphological organisation,
i.e., the structure and the size of the morphological
paradigm (the number of paradigm cells). Having
the paradigm structure, the linguist can then study
the inter-predictability of the paradigm cells, try-
ing to identify principal parts, the minimal subset
of paradigm cells that provides all the necessary
information to generate the other cells within the
paradigm (Finkel and Stump, 2007). In the well-
known case of Latin, for example, all forms of the
verb can be generated from just 4 forms (Finkel
and Stump, 2009). Such knowledge allows for a
more compact representation of linguistic rules and
higher efficiency in data collection.

Many typical tasks in morphology such as
paradigm discovery (Erdmann et al., 2020a),
paradigm completion (Durrett and DeNero, 2013),
paradigm cell filling problem (Ackerman et al.,
2009), and morphological inflection (Kodner et al.,
2022) are often approached using a word-based
model. In theoretical linguistics, the Word-and-
Paradigm model (Blevins, 2016) offers a founda-
tional framework for this word-based approach.

2.2 Making the Data Collection Process More
Efficient

What is the best strategy to collect language data?
As this process is time-consuming, it is essential
to increase its efficiency. We explore active learn-
ing approaches in this paper. Active Learning
(AL) has a well-established history in different
NLP tasks (Zhang et al., 2022) and fits well with
the language documentation process, where field
linguists periodically consult with informants. For
instance, Palmer (2009) used AL for real fieldwork
experiments of a morpheme labelling task with
two native speakers by examining three sequential,
random, and uncertainty sampling strategies. Mu-
radoglu and Hulden (2022) studied the simulated
AL for a morphological inflection task on differ-
ent languages with different sampling strategies.
Muradoglu et al. (2024) found that the success of
an inflection model on a test set largely depends
on the entropy of the edit operations (required to
transform a lemma into a target form) in the train-
ing data, and higher entropy which can be obtained
by a uniform sampling across paradigm cells tends
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to improve the model’s performance. Erdmann
et al. (2020b) proposed an approach to automate
the paradigm cell filling problem task by manually
providing a few forms. However, their method is
impractical in real fieldwork settings because it re-
quires the speaker (oracle) to frequently review the
entire paradigm table.

3 A Model of the Word Elicitation Process

Word Elicitation is a technique used in linguistics
to gather lexical and morphosyntactic data from na-
tive speakers with minimal contextual information.
While corpora show what people say, elicitation un-
covers what can be said (Meakins et al., 2018). To
discover the morphological features, linguists usu-
ally change one feature at a time (Bowern, 2015).
Elicitation cannot be sustained for an extended pe-
riod in fieldwork, so it is recommended to limit
it to around 20 hours spread across multiple ses-
sions (Abbi, 2001). In each session, the speaker
is asked carefully designed short questions, and
the linguist analyses the responses to generalise
potential patterns.

This study focuses on modelling word elicitation
during morphological data collection (as is illus-
trated in Figure 1), with an emphasis on optimising
process efficiency.

3.1 Main Task and Initial Assumptions

The task involves filling in all plausible cells of
the paradigm tables with correct inflected word
forms. Cells that do not apply to specific lemmas
are excluded from the process.

We assume the availability of pre-existing data,
either gathered during early fieldwork stages or
sourced from previous descriptive resources.

This data should include:
1) a basic word list (similar to the Swadesh list)

consisting of verbs, nouns, adjectives, and other
parts of speech provided in their dictionary forms
(lemmas), and

2) a range of morphosyntactic features for each
part of speech, which may be derived from prior
studies or inferred from closely related languages,
where applicable. We assume the knowledge
of possible morphosyntactic feature combinations
(tagsets such as “N;ACC;PL”).

3.2 Linguist–Speaker Interactions

We now turn to the model of linguist-speaker in-
teractions during the word elicitation process in

morphological data collection. We model a native
speaker as an oracle system that has access to com-
plete paradigms for all lemmas (labelled data pool).
As an input, it receives (1) a lemma and (2) a tar-
get feature combination (tags corresponding to a
paradigm cell).4 The linguist model is a neural
system that can send requests to the speaker model.
The requests might come at a certain cost as the
process of word elicitation is exhausting, especially
for native speakers (Bowern, 2015). Whenever the
linguist model retrieves a form or makes an incor-
rect prediction (in both cases the speaker model
needs to return a valid form), it gets a penalty score
of 1. In the case the linguist model checks a form
and it is correct, the speaker is satisfied, and the lin-
guist model does not get any penalty score. Hence,
the linguist model has to optimise the retrieval pro-
cess in order to minimise the penalty and increase
the prediction accuracy.

At some point, the linguist has to decide to stop
the data collection process and return to their office.
This means that they assume that the collected data
is informative enough to accurately predict all the
missing parts. Hence, at the final step, the linguist
model predicts all the missing cells for each lemma.
Whenever the prediction is incorrect, the model
receives a penalty of 1 as well.

3.3 The Data Collection Model
Once the initial data described in Section 3.1 is pre-
pared, the linguist model generates for each lemma
in the word list an unlabelled data pool. The pool
consists of possible empty cells in the paradigm
that correspond to plausible morphosyntactic fea-
ture combinations.

As mentioned above, given the potentially large
number of forms, it is impractical to ask the speaker
model for all of them. Instead, a small subset of
cells is selected over several rounds (cycles) of
elicitation, and the linguist model is trained to gen-
eralise from that subset. The key here is to identify
and target the most informative cells early on to
gain a better understanding of the morphological
structure.

Inspired by the 20-hour elicitation timeframe ad-
vised in fieldwork (Abbi, 2001), and assuming 100
items are asked per hour, we limit our interaction
to approximately 2,000 speaker (oracle) queries
spread over five sessions, with 400 data wordforms
retrieved in each cycle.

4In this work, we assume some linguistic expertise and
knowledge of the features.
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Language Code Family Typology POS Forms Lemmas APS
English eng Germanic analytic V 5,120 1280 4
Latin lat Romance fusional V 240,078 5,185 89
Russian rus Slavic fusional N 208,198 18,008 16
Central Kurdish ckb Iranic fusional V 21,375 375 57
Turkish tur Turkic agglutinative V 80,264 380 295
Mongolian khk Mongolic agglutinative N 14,396 2057 8
Central Pame pbs Oto-Manguean fusional V 12,528 216 58
Murrinh-patha mwf Southern Daly polysynthetic V 1,110 30 37

Table 1: Total number of wordforms, lemmas and average paradigm size (APS) for the selected part-of-speech
(POS) across examined languages.

In the first cycle, the linguist model has no prior
knowledge about the informativeness of each cell
for facilitating generalisation and predicting other
cells. At this stage, the model may either sample
cells uniformly from the pool or start by gather-
ing a few complete paradigms. Note that in the
latter option, the number of tables that can be col-
lected from 400 queries will depend on their size
in the corresponding language. In some languages
such as English, it might cover 100 paradigm tables,
while in others, like Turkish, it might represent only
two full paradigms (their average verbal paradigm
size is greater than 200). Importantly, the availabil-
ity of complete paradigms allows a linguist to infer
cell inter-predictability and estimate the predictive
power of each cell in paradigm tables and identify
the principal parts. In our experiments, we explore
both strategies.

Once the initial processing is complete, the lin-
guist needs to decide on the next cells to request
from the speaker. Several strategies can be em-
ployed here: only checking the cells the linguist
is most confident about (this reduces penalty but
might be uninformative), exploring the most infor-
mative parts of the paradigm, or retrieving the cells
with the highest uncertainty. We employ active
learning (Ren et al., 2021) to optimise the sampling
process. Each cycle here involves training a neural
inflection model (a linguist model) to make gen-
eralisations about the data. While neural models
typically require large amounts of data for training,
they can generate predictions with varying levels
of confidence at each training stage. We leverage
this evolving capability to streamline interactions.

After several cycles of data collection, when
we reach the approximate limit of 2,000 oracle
queries, the trained neural model is used to predict
the remaining pool data and its accuracy on these
final predictions is evaluated.

4 Experimental Setup

4.1 Datasets

For this study, we selected 8 typologically diverse
languages: English, Latin, Central Kurdish, Rus-
sian, Turkish, Khalkha Mongolian, Central Pame,
and Murrinh-patha. The languages range in their
morphological organisation, paradigm sizes, and
levels of documentation. Table 1 provides a sum-
mary of the dataset specifications organised by lan-
guage. The datasets are derived from UniMorph
(Batsuren et al., 2022b) and VeLePa (Herce, 2024,
Central Pame). The data samples are presented
in the form of triplets consisting of a lemma (e.g.,
“dog”), a target form (“dogs”), and morphosyntactic
tags (“N;PL”).

4.2 Experiments

In our simulated data collection procedure, the ora-
cle (speaker) is provided with access to the entire
morphological dataset (labelled data pool). Addi-
tionally, for the remainder of the process, it also
stores the forms that the linguist retrieved along
with their predictions (if applicable). The linguist
model has access to the data pool excluding the
target form (i.e. unlabelled data). The linguist
model, using its sampling strategy, selects a subset
of lemma-target tag set combinations (a paradigm
cell) from the pool and requests the corresponding
target forms. When making a request to the oracle,
the linguist model includes a predicted form if it
has sufficient confidence in the prediction. If the
prediction is correct, the oracle does not apply a
penalty.

To evaluate sampling strategies and the interac-
tion model, we design four experimental setups,
which are described as follows. In all experiments,
the labelled data were collected over five cycles
of AL, with 400 target forms gathered per cycle.
The only exception is Murrinh-patha, where limited
data availability required reducing the collection to
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100 forms per cycle. Please note that whenever a
neural model was trained, it was initialised from
scratch and trained using all the data collected up
to that point.

Exp. 1: In the first experiment, we model a base-
line scenario when a linguist only asks a speaker
to provide forms, without any particular strategy
to select the most informative ones. Thus, here we
uniformly sample a fixed number of cells from the
pool in each of the five cycles. No suggestions were
provided to the oracle throughout the experiment.

Exp. 2: In the second experiment, the linguist
still does not have any particular sampling strat-
egy but after the initial session, the linguist can
make predictions with varying degrees of confi-
dence based on observations from previous ses-
sions and suggests the confident predictions to the
speaker (hence reducing the chances of penalty).
We modelled this case by using uniform sampling
for each cycle and training a neural model on the
collected data to provide confident predictions. The
model predicted forms for all cells in the pool to de-
termine an average confidence level. Subsequently,
it retrieved the forms of randomly selected sam-
ples from the oracle and passed a prediction if its
confidence surpasses the average confidence level.

Exp. 3: In the third experiment, a linguist col-
lects some data, then studies it, and tries to fill
in all the remaining cells in the whole data pool.
Then they check with the speaker the forms they
are most confident about and ask the speaker to pro-
vide forms they are puzzled about. This experiment
follows a similar approach to the second, where a
model was trained after the first cycle using ran-
dom sampling. However, in the subsequent cycles,
the sampling strategy was not random. The model
generated predictions for the remaining pool data
and ranked them based on confidence. Predictions
with the highest confidence were queried from the
oracle accompanied by a prediction, while the least
confident predictions were obtained without one.

Exp. 4: The fourth experiment illustrates a sce-
nario where the linguist first asks the speaker to
complete full paradigms for a few lemmas. Then,
the linguist assesses the inter-predictability of the
cells to focus primarily on the cells with higher pre-
dictive power. We describe this experiment in more
detail as it introduces a novel method not previously
explored. In the first cycle, the linguist model se-
lects a small list of lemmas and asks the oracle for
their complete paradigm table. The number of lem-
mas depends on the average size of the paradigm

Figure 2: A heatmap showing the accuracy of predic-
tions for English verbs.

per language (assuming approximately 400 forms
were queried). These data are used to identify the
inter-predictability of cells in the paradigm tables.

We illustrate this process using English verbal
paradigms due to its relatively small size. If we
exclude the syncretic and non-morphologically re-
alised forms, English paradigm tables would con-
tain one lemma (the infinitive) and four inflected
forms (present tense third person singular, simple
past, past and present participle). Thus, we retrieve
400 English forms by requesting 100 paradigm
tables, generate a dataset of all 2,000 possible re-
inflection permutations (20 for each of the 100
verbs) and divide it into training, development,
and test sets, with 45%, 45%, and 10% of the
data in each set, respectively. To explore the inter-
predictability of cells, only once before the second
cycle, we train a neural re-inflection model (details
in Appendix A) considering each cell as a source,
aiming to predict from it the remaining forms in
the corresponding paradigm table. We consider
all possible source–target cell combinations, e.g.
“went + V;PST + V;PRS;3;SG” was used as the
input and “goes” as the output of the model to
measure the predictability of “V;PST” with respect
to “V;PRS;3;SG” for the lemma “go”. Figure 2
shows a heatmap that indicates the model accu-
racy on the test set for different source and tar-
get tag combinations. The heatmap reveals that,
in English, the lemma is generally a more infor-
mative source for predicting third-person singular
present tense (“V;PRS;3;SG”) and present partici-
ple (“V;PTCP;PRS”) forms, compared to past tense
(“V;PST”) or past participle (“V;PTCP;PST”) forms.
Additionally, there is greater inter-predictability be-
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Figure 3: A simplified overview of sampling strategies
used in the second cycle of the experiments. Blue cells
represent samples retrieved without any predictions or
confidence checks. Dark green cells denote confident
ones retrieved with predictions, while dark red cells
indicate low confidence cells with no predictions sent to
the oracle. Orange cells indicate those that were selected
in the first cycle and removed from the pool.

tween simple past tense and past participle forms.
The predictive power of an individual cell can be
estimated from the average accuracy across the tar-
get cells. The system did not rely only on the most
predictive cell. Instead, it employed these weights
as fuzzy values in a weighted random sampling
process. Based on these estimations, the system as-
signed weights for the remaining cells of the pool.

The sampling strategy for the following cycles
of Exp.4 was similar to Exp.2, with the key dif-
ference being that in the second experiment, the
sampling was uniform whereas in the fourth it was
weighted random. The weights were determined
by the estimated predictive power of each tagset.
Like in Exp.2, a model was trained to predict the
wordforms, and its predictions were passed to the
oracle if the model had higher confidence in them.

To summarise the differences between the ex-
periments, consider the second cycle illustrated in
Figure 3. In Exp.1, cells were randomly selected
for retrieval without any prediction. In Exp.2, the
model passed predictions for confident cells, while
no predictions for low confidence cells. In Exp.3,
the most confident predictions were selected for
retrieval with prediction, while the least confident
ones were retrieved without prediction. Exp.4 fol-
lowed a similar approach to Exp.2 but gave higher
selection priority to more informative cells.

5 Evaluation

We evaluate the performance across the four exper-
iments in terms of the accuracy of the final model
and the efficiency of the process, using the follow-
ing measures:

Accuracy on unseen data After the final cycle
of the AL process, we calculate the accuracy of
the inflection model trained on all retrieved sam-
ples in predicting the target form for the remaining
samples in the pool (considering it as the test set).

Normalised Efficiency Score We define a
penalty score as an integer number by summing
the number of times we call the oracle (excluding
the times we propose a correct guess for the target
form) and the number of incorrect predictions of
the final model on the unseen test set. Since the size
of the datasets is not the same, we normalised the
penalty by the total number of forms per language.
To better capture the efficiency of the elicitation
process, we introduce a new metric—the comple-
ment of the normalised penalty—referred to as the
Normalised Efficiency Score (NES). This score is
calculated as follows:

NES = 1− P1 + P2 + P3

N
(1)

where P1 is the number of forms retrieved from the
oracle without a suggestion, P2 is the number of
forms retrieved with an incorrect suggestion, P3 is
the number of incorrect predictions in the final test
set, and N is the total number of target forms in
the dataset.

6 Results and Discussion

We conducted evaluation of the four experiments
described in Section 4.2, across all the languages in
our datasets. For each iteration of active learning,
the data labelled by the oracle was split into 90%
for training and 10% for development. This data
was used to train an inflection model from scratch
using a neural character-level transformer, follow-
ing the hyper-parameters from Wu et al. (2021). At
the end of each experiment, all remaining data in
the pool was used as the test set and the final model
predicted the corresponding target forms.

6.1 Model Accuracy

Table 2 provides the target form prediction ac-
curacy on the test set (the remaining samples in
the pool) of examined languages. Among the
various sampling strategies tested in our experi-
ments—uniform sampling, weighted random sam-
pling based on estimated inter-predictability val-
ues, and sampling based on the model’s confi-
dence—uniform sampling yielded the highest pre-
diction accuracy. Our findings are consistent with
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lang Exp.1 Exp.2 Exp.3 Exp.4
tur 98.2 97.6 93.5 95.7
ckb 97.5 97.6 90.3 95.5
eng 89.2 89.0 89.0 90.9
khk 83.3 85.1 77.8 84.9
rus 84.2 85.8 71.1 84.3
lat 72.3 71.3 49.1 67.3
pbs 72.2 73.8 62.9 64.7
mwf 80.0 78.4 62.1 79.6
Average 84.6 84.8 74.5 82.9

Table 2: Accuracy of the final model on remaining pool
after the final cycle. Experiments 1 and 2 used identical
sampling and their results are almost equal according to
this evaluation metric.

previous studies (Muradoglu and Hulden, 2022;
Muradoglu, 2024), confirming that random sam-
pling across all paradigm cells is an effective strat-
egy that cannot be outperformed easily when using
smaller amounts of data, demonstrating its effi-
ciency in the elicitation process.

Next, we analyse the model’s performance
across active learning cycles. In all experiments, ap-
proximately 2,000 forms (500 for Murrinh-patha)
were retrieved in total. Figure 4 shows the accuracy
of the inflection models on the remaining pool data
in each cycle of the experiments. It demonstrates
that accuracy improves with each cycle, initially
increasing rapidly and then rising more slowly in
the later cycles. However, Exp.3 shows limited
accuracy gains for languages like Latin, Kurdish,
and Russian. These languages have slots in their
paradigms that either copy the lemma or exhibit
regular consistent inflections. Confidence-based
sampling tends to select these slots for providing
suggestions, which restricts the diversity of the
training data. This limitation is particularly evident
in our Latin data, given its larger number of unique
lemmas.

Due to the extremely low accuracy in the first
cycle of Exp.4, we excluded them from Figure 4.
This poor performance can be attributed to the lim-
ited lexical diversity of the training data, as most of
it comes from just a few paradigm tables. However,
in the third cycle, the accuracy in Exp.4, which
used a weighted random sampling, improves sig-
nificantly and approaches the performance of the
uniform random sampling used in Exp.1 and Exp.2.

6.2 Interaction Efficiency

We now turn to an analysis of interaction efficiency.
We observe that incorporating the confidence val-
ues of the inflection model for its predictions leads

lang Exp.1 Exp.2 Exp.3 Exp.4
tur 95.8 96.3 92.5 94.1
ckb 88.4 92.4 87.0 90.3
eng 54.2 68.7 72.9 66.1
khk 71.7 78.2 72.0 76.4
rus 83.4 85.2 70.9 83.7
lat 71.7 70.9 49.2 66.9
pbs 60.7 66.0 58.2 57.3
mwf 44.0 54.4 48.3 49.6
Average 71.2 76.5 68.9 73.2

Table 3: Normalised Efficiency Score of each experi-
ment on different languages.

to sending more accurate predictions to the oracle,
further enhancing the process’s overall efficiency.
Table 3 shows the normalised efficiency score for
the experiments per language.

To better understand the interaction efficiency,
we analyse the outcomes as follows: The linguist
models (except in Exp.1), to minimise penalties,
submitted their predictions with queries when suf-
ficiently confident. Nonetheless, these predictions
were not always accurate. Figure 5 illustrates the
number of data samples retrieved from the ora-
cle, segmented by the correctness of the submitted
prediction. Exp.3 outperformed the others by em-
ploying a non-random sampling strategy based on
the model’s confidence. Overall, this demonstrates
that, to some extent, we can rely on the model’s
confidence to enhance the efficiency of the interac-
tion process.

To evaluate the impact of prioritising the com-
pletion of a few paradigm tables over the rest of
the elicitation process, we designed Exp.4, where
cell informativeness within paradigms was esti-
mated and influenced the proportion of data re-
trieval. However, the results indicate that this ap-
proach does not significantly enhance the model’s
performance or efficiency, as successful generalisa-
tion in neural models largely depends on the lexical
diversity and entropy of the training data.

7 Conclusion

In this paper, we evaluated neural models in their
ability to guide fieldwork by accounting for the
nature of linguist–speaker interactions in the pro-
cess of language documentation. Focusing on mor-
phological data collection, we investigated various
strategies for data sampling. Our results showed
that uniform random sampling across paradigm
cells results in more representative data and yields
better generalisation in low-resource scenarios.
Furthermore, we discovered that incorporating the
model’s confidence levels enhances interaction by

68



Figure 4: Accuracy on remaining pool data in each cycle of the active learning process for each language.

Figure 5: Submitted predictions along the requests to the oracle in each experiment. Exp.1 is omitted as all its
requests were without a prediction.

guiding decisions on whether to send a prediction.
This approach improves the process by offering
predictions as suggestions during data annotation
tasks.

8 Future Work

This study employed a simulated active learning
approach for morphological data collection. To
translate this into a real-world application, two user
interfaces would be necessary: one for linguists
to input existing data and another one for native
speakers to provide the desired information.

Since native speakers may find complex tasks
that require linguist knowledge tedious, we sug-
gest that the linguist prepares a variety of simple
sentences to change the user interface into fill-in-
the-blank tasks. Naturally, designing these sen-
tences is a challenging task that varies for each
part of speech and requires some preliminary un-
derstanding of the language, which can be in-
formed by the morphosyntactic features collected
earlier. During the system’s elicitation process, the
speaker can fill in or correct the relevant part of
the paradigm by considering the context and the
lemma. For instance, to elicit the past tense of the
verb ‘sleep’ in English, the prompt could be “I
[sleep] yesterday." This approach resembles

the SIGMORPHON 2018 shared task 2 (Cotterell
et al., 2018).

In addition, to speed up the speaker data entry in
the first cycle, the linguist can write some general
rules as regular expressions to generate suggestions
for each cell. Instead of typing from scratch, the
speaker can accept the suggestion or make minor
corrections where necessary.

If a required cell is not available for a word, the
speaker should let the linguist know through the
interface. The cell should be removed from the
data pool and should be reviewed by the linguist
later. For instance, if a noun is incorrectly labelled
as a verb and the system requests its past form, its
part of speech should be corrected.

Future studies could explore using inflection
classes in evaluation or sampling strategies, though
significant challenges remain. Defining the exact
number of classes in each language requires consid-
erable granularity, such as determining how many
of them would be necessary to accurately predict
irregular English verb forms —– a matter on which
linguists and educators may disagree. Additionally,
resource limitations, especially in low-resource
languages lacking comprehensive dictionaries or
grammatical descriptions, hinder the identification
of inflection classes for all lemmas.
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Limitations

We evaluated our method in a simulated man-
ner across a variety of languages with different
amounts of available data. We are assuming that
our existing data (a wordlist, parts of speech, and
morphological tags) are accurate and do not require
any modifications during data collection. Addition-
ally, we are assuming that the speaker does not
make any errors during data entry. In real-life field-
work scenarios, any type of error can occur, and a
linguist should address them by making corrections
as early as possible.
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A Model details

You can find all the code associated with this
paper at https://github.com/Aso-UniMelb/
neural-fieldwork-guide. The implementation
and setup details of the neural architectures used

in this study are provided below for clarity and
reproducibility.

1) Re-inflection Models (used only in Exp.4):
These models are one-layer Bidirectional Long
Short-Term Memory (BiLSTM) networks imple-
mented using PyTorch. The key hyperparameters
used for training are:

• Batch size: 16

• Hidden dimension: 256

• Learning rate: 0.005

• Training duration: 20 epochs

The training process utilises a specific method for
embedding morphosyntactic tags. Instead of em-
bedding each tag individually, the tags for each data
sample are embedded as a single unit. This method
ensures compact representations. The source tag
set, input word, and target tag set are then encoded
into a dense vector representation.

2) Inflection Models (All Experiments): A neu-
ral character-level transformer architecture was em-
ployed to train the inflection models used across
all experiments. This architecture follows the hy-
perparameters detailed in Wu et al. (2021). Trans-
formers are particularly suited for this task due to
their ability to capture long-range dependencies
and complex relationships in inflection data. The
character-level approach ensures a fine-grained un-
derstanding of morphological patterns at the sub-
word level.

72



Proceedings of the 18th Building and Using Comparable Corpora Workshop, pages 73–82
January 20, 2025. ©2025 Association for Computational Linguistics

Comparable Corpora: Opportunities for New Research Directions

Kenneth Church
Northeastern University

k.church@northeastern.edu

Abstract

Most conference papers present new results,
but this paper will focus more on opportunities
for the audience to make their own contribu-
tions. This paper is intended to challenge the
community to think more broadly about what
we can do with comparable corpora. We will
start with a review of the history, and then sug-
gest new directions for future research.

1 Introduction

The success of chat bots in many languages demon-
strates the power of comparable corpora (CC) and
pivoting via English. We will start with a review of
the history of CC, and then suggest new directions
for future research:

1. More depth: CC are normally used for sim-
ple tasks such as bilingual lexicon induction
(BLI), but CC can be used for much more
interesting views of lexical semantics.

2. Compare and Contrast: CC are normally used
to make simple comparisons over language
pairs, but they can be used for contrasts as
well as comparisons (in monolingual settings
as well as multilingual settings).

3. More modalities: Now that vectors encode
everything (text in many languages, pictures,
audio, video), we can compare and contrast
everything with everything.

4. Bursting filter bubbles: bots made in America
are trained on corpora from an American per-
spective with American biases. We should not
impose American values on others.

2 Historical Background

2.1 Parallel Corpora
Table 1 shows some examples of parallel corpora.
HF and LDC in Table 1 refer to HuggingFace1

1https://huggingface.co/

and the Linguistic Data Consortium,2 respectively.
More parallel corpora can be found on HF by
searching for parallel, aligned and translation.

The main application of parallel corpora has
been machine translation (Brown et al., 1993).
Shannon’s noisy channel model (Shannon, 1948)
was originally motivated for applications in com-
munication (telephones), but it has been used for
many other applications including machine transla-
tion. That is, to translate from English to French,
one imagines that French speakers think in English,
like English speakers do, but for some reason, when
French speakers talk, the noisy channel converts
their English to French.

E → Noisy Channel → F (1)

The task of the translation system is to recover the
original English, E, from the observed French, F .
These days, it has become standard practice to use

2https://www.ldc.upenn.edu/

Resource Cites
Europarl (Koehn, 2005) 4634
OPUS (Tiedemann, 2012) 2255

HF: Helsinki-NLP/opus-100
(Resnik and Smith, 2003) 848
MultiUN (Eisele and Chen, 2010) 327

HF: Helsinki-NLP/multiun

Bible (Pratap et al., 2024) 254
(Akerman et al., 2023)
HF: Flux9665/BibleMMS

LDC: Hansard French/English
LDC: Hong Kong Hansards
HF: NilanE/ParallelFiction-Ja_En-100k

HF: sentence-transformers/parallel-sentences

HF: tiagoblima/bible-ptbr-gun-gub-aligned

HF: dsfsi/vukuzenzele-sentence-aligned

(Marivate et al., 2023)

Table 1: Examples of parallel corpora
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English French Sense
bank banque money

banc river
duty droit tax

devoir obligation
drug médicament medical

drogue illicit
land terre property

pays country
language langue medium

langage style
position position place

poste job
sentence peine judicial

phrase grammatical

Table 2: Using Hansards for Word Sense Disambigua-
tion (WSD), based on Table 2 in Gale et al. (1992)

neural networks for translation, but it used to be
popular to use Hidden Markov Models (HMMs) to
find the most likely English, Ê, based on a prior
(language model), Pr(E), and a bilingual dictio-
nary, Pr(F |E).

Ê = argmaxEPr(E)Pr(F |E) (2)

Much of the discussion below will focus on the
bilingual lexicon, Pr(F |E). Pr(E), the language
model in Eqn (2), is relatively well estimated be-
cause we can re-use monolingual LLMs that have
been developed for other applications. The bilin-
gual lexicon, Pr(F |E), assigns probabilities to
all sequences of English, E, and French, F . It
was standard practice, at least at first, to esti-
mate Pr(F |E) from parallel corpora such as the
English-French Canadian Hansards.

The rest of this section on history will largely
focus on the lexicon. After introducing compara-
ble corpora as an alternative to parallel corpora,
we will motivate WSD (word-sense disambigua-
tion). Much of the research on WSD started with
bilingual word-senses, but it should be noted that
word-senses are different in monolingual and bilin-
gual dictionaries.

There has also been considerable work on trans-
ferring monolingual lexical resources such as Word-
Net and VAD to more languages. Unfortunately,
much of this work uses translation to pivot out of
English in inappropriate ways, as we will see.

This section will end with a review of BLI (bilin-
gual lexicon induction). The BLI literature uses

more modern methods in machine learning than
previous methods for inducing lexicons from CC,
but BLI benchmarks (such as MUSE) may not be
as effective as older WSD methods for addressing
classic challenges with translations of ambiguous
words. A classic example is bank, which is trans-
lated as banque and banc in the Canadian Hansards,
depending on the sense. Unfortunately, this am-
biguity is not captured in the MUSE benchmark
where bank translates to banque (but not banc).
In the reverse direction, MUSE has translations
for both banque and banc, but they translate to
different English words, bank and bench, respec-
tively. Comparisons of ambiguities in Hansards
(Table 2) and MUSE (Table 5 and Table 6) sug-
gest that MUSE is not testing WSD as much as
the older literature. Another concern with MUSE
is that most words in the benchmark translate to
themselves. These concerns suggest that there may
be room to introduce a new benchmark that would
make a stronger case for comparable corpora (CC).

After discussing history, the next section will
discuss more radical challenges for the future: lexi-
cal semantics, transfer learning, filter bubbles and
connections between academic search and CC.

2.2 Comparable Corpora (CC)
The term, comparable corpora, was introduced
in (Fung and Church, 1994; Rapp, 1995; Fung
and Yee, 1998; Fung, 2000) to address limitations
with parallel corpora. Parallel corpora are avail-
able for a few genres such as parliamentary debates
(Hansards) and religion (Bible), as shown in Ta-
ble 1. Since most texts and most genres are not
translated, we can collect larger and more diverse
corpora if we relax the restriction on translation.
CC replace a single parallel corpus with two mono-
lingual corpora, ideally on similar (comparable)
topics.

2.3 Word-Sense Disambiguation (WSD)
In addition to machine translation applications men-
tioned above, parallel corpora have also been used
to disambiguate ambiguous words such as bank, as
illustrated in Table 2. Bar-Hillel (1960) thought
machine translation was impossible when he could
not figure out how to disambiguate words such as
those in Table 2. It was obvious that the translation
depends on a solution to WSD.

Gale et al. (1992) used this argument in re-
verse to obtain large quantities of labeled text for
WSD research. They used parallel corpora such
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as Hansards to find instances of ambiguous words
such as bank, and use the French translations to la-
bel each instance of bank as either “money” sense
or “river” sense. After labeling the English in this
way, they threw away the French and used the
sense-labeled text to train and test machine learning
methods for WSD.

2.4 Monolingual Senses != Bilingual Senses

This approach was successful in reviving interest in
WSD research, though it should be mentioned that
bilingual lexicography is different from monolin-
gual lexicography. Consider the word interest. This
word has many senses including a “money” sense
and a “love” sense, among others. A monolingual
dictionary will describe each of these senses in con-
siderable detail. However, there will be little to say
about interest in an English-French bilingual dic-
tionary because the same complications are shared
between the English word and its French equiva-
lent. Thus, the approach above is more effective for
words like those in Table 2 where the word is am-
biguous in one language but not the other, and less
effective for words like interest, which are equally
ambiguous in both languages.

2.5 Inappropriate Uses of Translation

Parallel corpora are limited in a number of ways.
Genre is perhaps the most obvious limitation, but
a more serious limitation may be distortions intro-
duced by translation.

When I was first working with Hansards in the
1990s, I tried to pitch parallel corpora to Sue Atkins,
a lexicographer who specialized in English-French
bilingual dictionaries. She rejected my pitch, ob-
jecting to “translationese”3 as “unnatural” natural
language. In addition, she criticized concordance
tools for parallel corpora because they failed to dis-
tinguish source and target languages. Examples
of these tools can be found in the sketch engine;4

these tools show examples of a word in one lan-
guage as well as its equivalents in other languages.

2.5.1 XNLI: A Multilingual version of NLI
Much of the work on parallel corpora treats the
source and target languages as equivalent (with
equal status), ignoring distortions introduced by
translation. We should be more careful about trans-
lation artifacts in many benchmarks. Artetxe et al.

3https://en.wiktionary.org/wiki/translatese
4https://www.sketchengine.eu/guide/parallel-c

oncordance-searching-translations/

Synset French Glosses
dog.n.01 canis_familiaris, chien
cat.n.01 chat
house.n.01 maison
bank.n.01 banque, rive

Table 3: Global WordNet pivots from English

English Hausa V A D
aaaaaaah aaaaaaa 0.48 0.61 0.29
aaaah aaaah 0.52 0.64 0.28
aardvark ardvark 0.43 0.49 0.44
aback abin mamaki 0.39 0.41 0.29
abacus abacus 0.51 0.28 0.49
abalone abalone 0.50 0.48 0.41

Table 4: NRC-VAD pivots from English using Google
Translate; V = Valance, A = Arousal & D = Dominance

(2020) call out XNLI, a English version of an NLI
task. The monolingual NLI task depends on word
overlaps between the premise and the hypothesis,
but many of these crucial overlaps are lost in trans-
lation in the XNLI version where premises and
hypotheses are translated independently. Too much
of the work in computational linguistics uses trans-
lation to pivot via English in inappropriate ways.

2.5.2 No Language Left Behind (NLLB)
Abdulmumin et al. (2024) report serious problems
with FLORES (Goyal et al., 2022) in four African
languages. A common problem was the use of
Google Translate, which sometimes produced “in-
coherent or unclear” Hausa text. FLORES is an
important test set for NLLB (no language left be-
hind) (NLLB Team et al., 2022).

2.5.3 WordNet and VAD
Table 3 and Table 4 show attempts to use translation
to pivot from English to other languages. WordNet5

(Miller, 1995) and NRC-VAD (Mohammad, 2018)6

were originally designed for English. Translation
was used to transfer them to more languages. Note
that translation introduces losses; bank.n.01 cannot
be both the money sense (banque) and the river
sense (rive). I asked a colleague, a native speaker of
Hausa, to comment on Table 4. None of the Hausa
words in the table are that useful. Most of the
words in the Hausa column are English, with the
exception of abin mamaki which Google translates

5https://www.nltk.org/howto/wordnet.html
6https://saifmohammad.com/WebPages/nrc-vad.h

tml
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to what a surprise in English. My informant did not
know what aback means in English even though
his English is excellent. When I explained it to him,
we agreed that this translation is not convincing.

English French
bank banque, banques, but not banc
duty devoir, but not droit
drug drogue, médicament
land terre, terrain, terres, but not pays
language langue, langues, langage
position position, but not post
sentence peine, phrase, sentence
good bien, bon, bonne, bonnes, bon
bad mal, mauvais, mauvaise, bad

Table 5: Some examples from MUSE: fr → en

In short, there are many problems with using
translation to pivot from English to many other
languages. It is unlikely that the structure of the
English WordNet ontology and the English VAD
lexicon is universal over all languages. In the West,
we slay dragons, but in the East, dragons are good
luck. In the West, white is common for weddings
and black is common for funerals, but in some
places, white is common for funerals, and in other
places, red is common for weddings. Even the list
of concepts is likely to vary from one language to
another. Many of the English words in Table 4 are
not (much of) “a thing” in Hausa.

French English
banc bench, but not bank
banque bank, banking
droit right, law
devoir duty
drogue drug, drugs, drogue
médicament medicine, drug, medication
terre land, earth, soil, terre
terrain land, terrain
terres land, lands
langue language
langues language, languages
langage language
position position
peine sentence, pain, penalty, sorrow
phrase sentence, phrase
sentence sentence, sentencing

Table 6: Some examples from MUSE: en → fr

Dict Pairs Src Tgt Src=Tgt
en → fr 113,286 94,681 97,035 73,471
fr → en 113,324 97,021 94,730 73,471

Table 7: MUSE Dictionary Sizes

2.6 Bilingual Lexicon Induction (BLI)

Much of the work on BLI is based on the MUSE
benchmark 7 (Lample et al., 2017; Conneau et al.,
2017). The MUSE benchmark provides:

1. fastText8 embeddings for 30 languages, and
2. gold set of bilingual dictionaries, Dli→lj for

110 pairs of languages: li, lj . The gold sets
are split into training (seed) dictionaries and
test dictionaries.

See section 2.2 of (Sharoff et al., 2023) for an in-
troduction to vector space models and CC. The
fastText embeddings, Xl ∈ R|Vl|×d, contain a row
for each word in the vocabulary, Vl, for language
l. The rows are vectors of length d, where d is the
number of hidden dimensions.

Each dictionary, Dli→lj consist of a list of pairs
of words in the two languages. Table 7 counts the
number of pairs in both directions, as well as the
number of unique words in the source language
(src) and target language (tgt). Many of the pairs
use the same word in both languages, as indicated
by the last column.

The task is to estimate a dictionary, D̂li→lj , for
a pair of languages, li and lj . We then compare
estimates, D̂, with gold dictionaries, D. A simple
approach is to use the training (seed) dictionaries
to estimate a rotation matrix, R ∈ Rd×d, where
R = argminR ||RXli −Xlj ||2F . It is standard prac-
tice to estimate R with the orthogonal Procrustes
problem9 (Schönemann, 1966).

At inference time, we start with a vector in Xli ,
and then rotate those vectors by R and use approx-
imate nearest neighbors (ANN) (Bruch, 2024) to
find nearby vectors in Xlj .

Early work on CCs attempted to collect word
lists (Kilgarriff et al., 2014) and infer bilingual lex-
icons; MUSE updates this approach using modern
methods in machine learning. That said, MUSE
may not be as effective as older methods for WSD
because of gaps. Examples from Dfr→en and

7https://github.com/facebookresearch/MUSE
8https://github.com/facebookresearch/fastText
9https://docs.scipy.org/doc/scipy/reference/g

enerated/scipy.linalg.orthogonal_procrustes.html
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Den→fr are shown in Tables 5-6; some of the am-
biguities in Table 2 are covered, and some are not.
An example of a gap is: bank (en) → banc (fr); this
pair is missing from both Den→fr and Dfr→en.

3 Challenges for the Future

3.1 BLI, PMI and Lexical Semantics

Much of the work on BLI uses a simple view of
a bilingual lexicon where single words in one lan-
guage correspond to single words in another lan-
guage, more or less one-for-one. Obviously, the
relationship is far more complicated than this. The
phrasal verb, ask for, is similar to request, violating
the one word for one word assumption.

3.1.1 Etymology

More seriously, there is a difference in register, go-
ing back to the Norman Conquest in 1066. For a
few hundred years after 1066, the English Court
spoke French. As a result, English borrowed many
words from French. The French term typically has
a higher register than the older English equivalent;
the peasants raise cows, calf and swine so the aris-
tocracy can eat beef, veal and pork.10

3.1.2 Distributional Methods

Much of the work on BLI does not take advantage
of etymology because work on BLI is based on
the Distributional Hypothesis11 (Harris, 1964) and
Firth’s “You shall know a word by the company it
keeps” (Firth, 1957). The distributional hypothesis
is convenient for computation, suggesting “(un-
labeled) corpora are all we need,” though many
aspects of linguistics go beyond distributional evi-
dence, e.g., etymology, lexical semantics.

There are interesting connections between popu-
lar distributional methods, e.g., PMI (pointwise mu-
tual information), Word2Vec and LLMs (large lan-
guage models). The connection between BLI and
Word2Vec was mentioned above. Levy and Gold-
berg (2014) view Word2Vec as a factored represen-
tation of PMI (Church and Hanks, 1990). BERT
and chat bots can be viewed as an enhancement of
Word2Vec; instead of representing words as vec-
tors, we now represent sequences of 512-subword
units as vectors.

10https://www.csmonitor.com/The-Culture/In-a-W
ord/2021/0510/They-re-cows-in-the-field-but-bee
f-on-the-table

11https://aclweb.org/aclwiki/Distributional_Hy
pothesis

Relation PMI Lexical Sem Back Trans
Synonyms large = (equiv. rel.) large
Antonyms large ̸= (anti-sym) small

Is-a small ≤ (partial order) small
Part-Whole large small

Table 8: PMI ̸= Lexical Semantics

3.1.3 Lexical Semantics
As mentioned above, lexical semantics is a chal-
lenge for distributional methods. While there are
some similarities between PMI (collocations) and
lexical semantics (synonyms, antonyms, is-a), there
are also some important differences, as shown in Ta-
ble 8. PMI scores are large when words appear near
one another more than chance. Consequently, both
synonyms and antonyms have large PMI scores be-
cause documents often compare and contrast this
with that. Similarly, PMI scores can be large for
other words that appear near one another, e.g., win-
dow, door and house. Large PMI scores do not
necessarily imply synonymy.

Back translations are also mentioned in Table 8.
Back translations are more effective than PMI for
distinguishing synonyms from antonyms. If we
take a random walk over MUSE dictionaries and
start from good, such walks will often take us to
synonyms, but rarely to antonyms. There is an
opportunity to propose a theory of translation and
collocation based on linear algebra and graph the-
ory. This theory should explain the observations in
Table 8 where antonyms are close in terms of PMI
but not in terms of random walks on translations.

3.1.4 Avoid Pivoting via English
As mentioned in subsection 2.4, monolingual lexi-
cography is different from bilingual lexicography.
For example, interest has many senses in monolin-
gual dictionaries, but not in bilingual dictionaries.
Bank is ambiguous in English, but not in French.
Bilingual dictionaries become interesting when the
senses are not isomorphic. Table 3 and Table 4 take
an overly simplistic view of the structure of the
lexicon where the ontology (and VAD values) are
assumed to be universal. Translating from English
is likely to introduce distortions. Can we do better
than pivoting via English?

3.2 Transfer Learning
Suppose we want to transfer from a high resource
language such as English to growth opportunities
such as Indonesian (id) and Hausa (ha). We prefer
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Language Wikipedia Joshi S2 Abstracts ACL HF Datasets HF Models Speakers
en 6,917,939 5 88,348,938 103,000 10,749 50,717 1456M
zh 1,452,669 5 3,061,847 71,800 1202 4495 1138M
hi 163,524 4 2,848 8,740 421 1388 610M
es 1,992,685 5 2,742,468 28,600 945 3245 559M
fr 2,650,236 5 2,772,266 35,500 1064 4033 310M
id 711,624 3 2,234,953 4,230 395 1317 290M
ar 1,625,651 5 149,043 17,900 558 1681 274M
bn 160,408 3 445 3,270 298 788 273M
pt 1,138,923 4 1,937.959 9,660 596 1935 264M
ru 2,012,648 4 509,503 13,300 799 2307 255M
ur 215,081 3 454 3,220 204 658 232M
de 2,964,125 5 1,227,473 42,900 789 348 133M
ja 1,438,806 1 317,394 38,200 596 2887 123M
mr 98,559 2 275 1,480 193 642 99M
te 101,681 1 13 2,120 223 589 96M
tr 624,742 4 370,727 8,490 398 1389 90M
ta 169,766 3 728 3,980 263 1030 87M
vi 1,294,281 4 44,477 3,010 474 1188 86M
tl 47,891 3 933 1,100 116 451 83M
ko 691,121 4 793,921 16,900 534 2741 82M
ha 51,659 2 823 98 441 79M
jv 74,159 1 535 76 342 68M
it 1,893,522 4 184,535 14,400 516 2129 68M
gu 30,474 1 23 263 174 581 62M
th 169,192 3 41,628 12,700 326 900 61M
kn 33,026 1 143 1540 178 534 59M
am 15,374 2 96 1110 117 493 58M
yo 34,080 2 18 799 123 458 46M

Table 9: Some resources for transfer learning from high resource languages to growth opportunities

the term, growth, over terms such as low resources
to refer to languages with more speakers than re-
sources, such as many of the languages in Table 9.
Table 9 is sorted by the number of speakers.12 The
columns are based on:

• Articles in Wikipedia13

• Joshi classification14 (Joshi et al., 2020)
• Abstracts in Semantic Scholar (S2)
• Articles in ACL Anthology15

• Datasets and Models in HuggingFace (HF)

The good news is that we have more resources these
days for growth languages than we had for English
when we started EMNLP in 1990s. In addition to
the resources in Table 9, there is support for most
of these languages in multilingual LLMs, Google
Translate, and No Language Left Behind (NLLB)
(NLLB Team et al., 2022).

How can we transfer between languages with
more resources and languages with fewer re-
sources? The crux of the problem is to construct

12https://en.wikipedia.org/wiki/List_of_langua
ges_by_total_number_of_speakers

13https://en.wikipedia.org/wiki/List_of_Wikipe
dias

14https://microsoft.github.io/linguisticdivers
ity/assets/lang2tax.txt

15Based on searches such as https://aclanthology.org
/search/?q=hausa

a comparable corpus of English and the growth
language. Given that, there are a number of well-
established methods to train language models.

Many efforts start by pivoting from English.
That is, they use English documents as the source
text, and then translate from English to the growth
opportunity. Filter bubbles are a problem for this
approach. This approach will not learn aspects of
the low resource language that go beyond what is
in the high resource language.

We suggest using translation in the reverse direc-
tion, as well as similarities based on recommender
technologies in academic search engines. That is,
we will start with source texts in the growth lan-
guage such as Wikipedia articles and academic
papers in Semantic Scholar (S2) (Wade, 2022). We
can then find “nearby” English by several means:

1. Translation from growth language to English
2. Similar in a BERT-like vector space using

Specter vectors (Cohan et al., 2020) from S2
3. Similar in terms of random walks on citations

By starting with documents in the growth language,
we avoid the filter bubble criticism above. In ad-
dition, professional translators specialize in one
direction and not the other. They prefer to translate
into their stronger language than vice versa. We
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suggest similar logic applies to transfer learning. It
is better for systems that are stronger in English to
translate into English than vice versa.

3.3 Filter Bubbles: A Monolingual Use Case

3.3.1 Filter Bubbles in News and Academia
There are opportunities for CC to burst filter bub-
bles, both in monolingual and multilingual appli-
cations. With the rise of social media and cable
news, we all live in filter bubbles. You may re-
member EMNLP was in Hong Kong just before
COVID. I was interested in the coverage of demon-
strations in Hong Kong. The story was very simple
in New York and in Beijing. The two perspectives
disagreed in many respects, of course, but they
agreed on simplicity. When I went to Hong Kong
for EMNLP, I learned that the story was anything
but simple. In short, we all have a tendency to over-
simplify the truth, especially about events that are
far way, of which we know little,16 like the famous
cover of the New Yorker magazine with a view of
the world from 9th avenue.17

Ground News has created a business by helping
people see their blind spots.18 They track coverage
in a range of different news outlets, and report who
is saying what. Is this story covered more by outlets
on the left or by outlets on the right?

This is an excellent place to start, but the news
is fragmented in many more dimensions than just
left/right in America. The conflict in Sryia, for
example, overlays three dimensions: (1) Amer-
ica/Russia, (2) Sunni/Shia and (3) Turkey/Kurds.
More dimensions are more challenging.

Academic conflicts have even more dimensions.
Each school of thought has its position, and its
friends and foes. In (Church, 2011), I suggested
the pendulum has been swinging back and forth
between empiricism and rationalism every 20 years.
Here is a slightly updated version of that argument:

• Empiricism I (1950s):
Shannon, Skinner, Harris, Firth

• Rationalism I (1970s):
Chomsky, Minsky

• Empiricism II (1990s):
IBM, AT&T Bell Labs, EMNLP, WWW

16https://www.iwp.edu/articles/2023/04/18/a-q
uarrel-in-a-faraway-country-between-people-of-w
hom-we-know-nothing/

17https://en.wikipedia.org/wiki/View_of_the_Wo
rld_from_9th_Avenue

18https://ground.news/blindspotter/methodology

• Empiricism III (2010s):
Deep networks, LLMs, chat bots, RAG

Why is the gap around 20 years? One suggestion
involves the cliche that grandparents and grandchil-
dren have a natural alliance. Each academic genera-
tion rebels against the their teachers. Chomsky and
Minsky rebelled against methods that were popu-
lar in the 1950s, and my generation returned the
favor by reviving those methods. When we started
EMNLP (Empirical Methods in Natural Language
Processing), the E-word was an act of rebellion.

3.3.2 How can CC burst these filter bubbles?
Suppose we consider Semantic Scholar to be a
CC full of multiple overlays that go well beyond
Empiricism and Rationalism. We can model the
literature as schools of thought with agreements
within clusters and disagreements across clusters.

As suggested above, these days, it has become
standard practice to represent everything with vec-
tors. We can use vectors to represent papers, as
well as schools of thought. Cosines can be used to
estimate agreement and disagreement. There are a
number of ways to represent papers as vectors. Two
suggestions were mentioned above: BERT-like
Specter vectors and random walks on citations19

(Zhang et al., 2019). We normally use comparable
corpora in bilingual applications, but this applica-
tion, clustering, has applications in both bilingual
and monolingual settings.

3.3.3 Comparable Corpora and Bots
Web, news and social media offer many different
perspectives and points of view. American bots are
trained on American corpora; these bots currently
lack a historian’s ability to approach conflicts from
multiple perspectives.

As homework for my NLP class (Church, 2024),
I asked students to write essays about the Opium
War from multiple perspectives including both the
East and the West. They were encouraged to use
bots, but were told they would be responsible for
the content. I had hoped students would rewrite
output from the bots, but few did. Even students
from China handed in essays from an American
perspective, because American bots are trained on
American corpora. These bots do not mention “the
century of humiliation,”20 a perspective in the East
which is motivating efforts to compete with the

19https://github.com/VHRanger/nodevectors
20https://www.uscc.gov/sites/default/files/3.1

0.11Kaufman.pdf
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(a) This tree is labeled “sad” in English
and Chinese, but annotations in Arabic
are more positive. (b) Many annotations are positive, but some object to the dress as too revealing.

Figure 1: Emotion labels and captions depend on annotator’s background (language/culture).

West in AI so China does not fall behind in tech-
nology like it did during the Opium Wars.

Bot technology remains far behind historians
like Platt (2019). Bots see the world from a single
(American) perspective. Filter bubbles are danger-
ous; they contribute to trade wars and worse.

3.4 Comparable Corpora and Pictures

We normally think of corpora as text, but now that
we are representing everything as vectors, we can
generalize corpora to include more modalities: text,
speech, pictures, speech, video, etc. As mentioned
above, we are worried about pivoting from English
prompts. If we start with English prompts, then
we are likely to bias responses toward an English
perspective. Mohamed et al. (2022, 2024) starts
with pictures from WikiArt21 as prompts. Annota-
tors are asked to add emotion labels and captions
in 28 languages, as shown in Figure 1. Different
annotators label pictures with different emotion la-
bels and captions, depending on their language and
background. The papers refer to a GitHub with a
benchmark, as well as baseline implementations of
captioning systems that transfer from high resource
languages to growth opportunities. Hopefully, the
community will accept the challenge and come up
with even better systems that embrace diversity
over many regions, cultures and languages.

It should be possible to beat a baseline system
that translates the captions from English to growth
languages. Consider the objections to the dress
in Figure 1b. This is a case where it should be
possible to outperform a captioning system that
translates from English because these objections

21https://www.wikiart.org/

are unlikely to be found in English captions. In fact,
a reviewer asked for an ethics review, objecting to
the objections to the dress. We are not siding with
one annotator over another, but we object to the
objection to the objection. It is not appropriate for
us to impose American sensibilities on the rest of
the world. Rather than remove biases from corpora
(and WikiArt), we hope to build bots that will be
more aware of regional sensitivities to topics such
as: dress, nudes, religion and alcohol.

4 Conclusions

This paper started with a review of the history of
comparable corpora in section 2, followed by a
discussion of challenges for the future in section 3.

1. BLI is based on a (too) simple view of the lex-
icon. Can we capture etymology? Differences
between monolingual and bilingual senses?

2. Transfer learning to growth languages: Avoid
pivoting via English. Better to prompt with
pictures. If we have to translate, it is better to
translate into English than out of English to
avoid imposing American values on others.

3. Similarities between CC and recommender
systems for academic search: can we compare
and contrast a query document with candidate
recommendations? Can we cluster documents
in monolingual and multilingual settings, and
compare/contrast within and across clusters?

4. Filter bubbles: chat bots currently lack a histo-
rian’s ability to approach conflicts from mul-
tiple perspectives; bots made in America are
trained on corpora from an American perspec-
tive with American biases. Can we capture
“possible worlds” and diverse perspectives?
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Abstract

The annotation of large text corpora is essential
for many tasks. We present here a large auto-
matically annotated corpus for French. This
corpus is divided into two parts: the first from
BigScience, and the second from HPLT. The
annotated documents from HPLT were selected
in order to optimise the lexical diversity of the
final corpus SELEXINI. An analysis of the im-
pact of this selection was carried out on syn-
tactic diversity, as well as on the quality of the
new words resulting from the HPLT part of
SELEXINI. We have shown that despite the
introduction of interesting new words, the texts
extracted from HPLT are very noisy. Further-
more, increasing lexical diversity did not in-
crease syntactic diversity.

1 Introduction

Morphosyntactic treebanks are cornerstones of
grammar induction (Zhu et al., 2020) and of mor-
phosyntactic parsing, whether in monoligual (Dary
et al., 2022), multilingual (Straka, 2018) or cross-
lingual (Glavaš and Vulić, 2021) contexts. They
help to probe language models for linguistic knowl-
edge possibly encoded therein (Shen et al., 2023),
and for challenges, e.g. related to syntactic con-
structions, which these models might fail to ap-
propriately address (Bonial and Tayyar Madabushi,
2024).

Treebanks are also fundamental resources in re-
search on language. They enable studying linguis-
tic properties within or across languages (Levshina
et al., 2023), examining the appropriateness of lan-
guage universals (Brosa-Rodríguez and Kahane,
2024), formalising and searching for complex phe-
nomena such as constructions (Weissweiler et al.,
2024a) or documenting low-resourced and endan-
gered languages and dialects (Pugh and Tyers,
2024), inter alia.

For some of such research questions, manually
annotated treebanks are not enough to check gen-

eralisations and touch upon long-tail phenomena
(Sheinfux et al., 2019). In such cases, corpora auto-
matically annotated for morphology (Baroni et al.,
2009) and/or syntax (van Noord et al., 2013; Gin-
ter et al., 2013) are used (Schneider, 2011; Bloem
et al., 2014).

Our objective is to build such a morphosyntacti-
cally parsed corpus for French which would fulfill
two conditions. First, it should be large but man-
ageable, i.e. its parsing, storage and maintenance
cost should not be prohibitive. Second, it should
still have sufficient lexical and syntactic diversity
to serve studies in which long-tail phenomena play
important roles, such as frame induction (Qasem-
iZadeh et al., 2019), identification of multiword
expressions (MWEs) unseen in manually annotated
corpora (Ramisch et al., 2020), probing language
models for rare but interesting syntactic phenom-
ena (Misra and Mahowald, 2024; Weissweiler et al.,
2024b), etc.

To this aim, we use two very large raw corpora:
BigScience (Laurençon et al., 2022) and HPLT
(High Performance Language Technologies)
(De Gibert et al., 2024). We select a clean sub-
set of BigScience and we extend it with fragments
of HPLT sampled so as to increase the diversity
of the whole resulting corpus, henceforth called
SELEXINI1.

Even if both lexical and syntactic diversity are
of interest for us, the latter requires pre-existing
syntactic annotation, which is prohibitive with a
corpus as large as HPLT. Therefore, for data sam-
pling we only use lexical diversity, formally defined
as entropy over word types. This sampling strat-
egy likely also has an impact on syntactic diversity,
and more generally on the Zipfian distribution of
the corpus, as new words and syntactic structures
are added and the pre-existing ones change their
frequencies. In this context, our research questions

1http://hdl.handle.net/11234/1-5822
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are:

Q1 How does data sampling driven by lexical di-
versity influence the syntactic diversity of the
corpus?

Q2 What are the resulting quantitative and quali-
tative properties of the corpus in terms of its
Zipfian distribution?

Q1 and Q2 are studied in a comparative context.
Namely, we compare BigScience and two extracts
of HPLT: one sampled by diversity and another
random.

The paper is organized as follows. We briefly
discuss related work on French syntactic treebanks
(Section 2). We define the diversity measures used
for data sampling and corpus comparison (Section
3). We describe the guiding principles (Section 4)
used in the corpus construction, as well as the
source data (Section 5), their sampling (Section 5.3)
and parsing (Section 6). We perform a compara-
tive analysis of two parts of the resulting corpus
(Section 7). We finally discuss the limitations of
our approach (Section 8) and the conclusions (Sec-
tion 9).

2 Related work

In dependency syntax, two annotation schemas
come with large manually annotated treebanks for
French. Historically the FTB-dep schema is a
French-specific dependency schema, defined as the
result of automatic conversion (Candito et al., 2010)
of the 18k phrase-structure trees of the French Tree-
bank (Abeillé et al., 2003). An out-of-domain addi-
tional corpus of 3k sentences (the Sequoia corpus
(Candito and Seddah, 2012)) is also available in
this schema. Then, treebanks of various genres
were either annotated under or converted to the
Universal Dependencies (UD) schema (Nivre et al.,
2020), for a total of 29,735 sentences in UD version
2.15. Concerning available large annotated French
corpora, the web-based 1.6 billion token corpus
frWac2 was automatically POS-tagged. Avail-
able syntactically parsed corpora are either much
smaller (a 150 million token regional news cor-
pus (Seddah et al., 2012)) or mono-genre (parsed
French Wikipedia distributed for the CoNLL 2017
shared task3).

2https://wacky.sslmit.unibo.it/doku.php?id=
corpora

3https://lindat.mff.cuni.cz/repository/xmlui/
handle/11234/1-1989

This shows that no currently existing openly
available and morphosyntactically parsed resource
is large and diverse enough to serve our needs.

3 Diversity measures

Inspired by formal approaches to diversity (Rényi,
1961; Chao et al., 2014; Morales et al., 2020), we
consider it to be a property of populations/systems
(here: datasets) whose elements can be apportioned
into categories. For lexical diversity, we define cat-
egories as word types and elements as their occur-
rences in the dataset. For instance, the toy corpus
with one sentence from Figure 1(a) contains 8 ele-
ments, each one belonging to a different category.

For syntactic diversity, we understand categories
as complete syntactic subtrees (where for each node
all its children nodes are also included), containing
only POS labels and dependency relations. Ele-
ments are occurrences of these subtrees in the cor-
pus. Figure 1(b) shows a sample category with two
elements in Figure 1(a), highlighted in blue. Fig-
ure 1(c) contains another category which does not
occur in Figure 1(a), although y and jouent match
the tree fragment in Figure 1(c). This is because the
category enrooted in V has to contain all children
of V . With this understanding of categories, the
example in Figure 1(a) has 5 categories (leaves D,
A and PRO, and 2 non-trivial subtrees enrooted
in NC and in V ) and 8 elements (one per word).

Once elements and categories are defined, diver-
sity can be measures along 3 dimensions: variety
(which deals with the number of categories), bal-
ance (which tackles how even the distribution of
elements into categories is) and disparity (which
aggregates pairwise distances between categories).
Many diversity measures were proposed in the past,
especially in ecology, and most of them are hybrids
between at least two of those dimensions. One of
them is richness, i.e. simply the number of cat-
egories n, which is a pure variety. Another one
is entropy (Shannon and Weaver, 1949), defined
by (1), which is a hybrid between variety and bal-
ance, where ∆n = {p1, ..., pn} is the distribution
of categories. We will use Hlex and Hsyn to refer
to entropy over word types and syntactic subtrees,
respectively, as defined above.

H (∆n) = −
n∑

i=1

pi logb (pi) (1)

In natural language data Zipfian distributions,
defined by (2), and their generalisations – Zipf-
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(a)
Les fonds structurels y jouent un rôle important
D NC A PRO V D NC A
The funds structural there play a role important

det mod

root
suj

mod

obj
det mod

(b)
D NC A

det mod

(c)
PRO V

mod

Figure 1: (a) A simplified syntactic tree in FTB-dep schema: The structural funds play an important role there; (b)
a syntactic category with its two elements highlighted in (a); (c) a syntactic category not occurring in (a), despite the
subtree overlap in y jouent.

Mandelbrot distributions, defined by (3)4 – are per-
vasive. The inverse of their curvature parameter −s
can be considered a good balance measure (Lion-
Bouton et al., 2022), as it achieves its maximum
with s = 0, i.e. with a perfectly uniform distribu-
tion, and diminishes when the curvature grows (i.e.
the data are more and more unbalanced).

Zs,n(x) =

(
xs

n∑

i=1

i−s

)−1

(2)

Zq
s,n(x) = (x+ q)−s

(
n∑

i=1

(i+ q)−s

)−1

(3)

4 Best practices in corpus construction

There are several best practice recommendations
when it comes to creating corpora. The work of
(De Pauw, 2006) motivated a number of choices
for the construction of this corpus.

Retrieving the data with their context makes it
possible to analyse the corpus in more detail. It
will be easier to understand to whom ‘she’ or ‘he’
refers in a text if we have the text that precedes this
sentence. For this, the two corpora on which we are
relying (BigScience and HPLT) are ideal because
they contain complete documents, which we then
segment into sentences.

The data collected must match as closely as pos-
sible the language studied (Biber, 1993) in order to
obtain a certain level of representativeness. This
question of representativeness is explored when
selecting diversified data. However, the homogene-
ity of the data must not be sacrificed for the sake
of diversity. This is why we separate data from
the two original corpora (HPLT and BigScience),
which are very different in their respective genres
(web crawls on the one hand, and parliamentary
and Wikipedia texts on the other).

In order for the corpus to be reusable by the com-
munity, it is important to use standards from the

4With q = 0 we have Zs,n(x) = Zq
s,n(x).

community. Data annotation according to the Uni-
versal Dependencies schema was also performed
for this reason, in addition to the FTB-dep schema
which is specialised for French corpora.

5 Source data

The choice of data to annotate was made in two
steps: in the first, preference was given to texts
with information on their origins, in order to en-
courage the use of diversified sources. We focused
on French data from the BigScience5 (Laurençon
et al., 2022) as the basis for the SELEXINI corpus.
The second selection step was done in order to in-
crease the quantity and the diversity of the corpus
data. For this, the HPLT6 (De Gibert et al., 2024)
corpus was chosen. Less clean than BigScience,
this part of the corpus nevertheless contains the
most diverse part of the data.

5.1 BigScience

The BigScience initiative aims to make large quan-
tities of data available in many languages, with the
intention of facilitating the training of large mul-
tilingual language models (LLMs). Created using
pseudo crawls (crawls based on certain predefined
domain names), this dataset remains fairly clean.

We chose to work on the parts of the dataset from
Europarl, the French part of the United Nations
Parallel Corpus and Wikipedia, mainly because of
their large size (1.5 billion tokens). Henceforth,
this subset will be called BASE. Additionally to
its large size, BASE fulfills our other criteria: the
metadata allow to easily deduce the language and
text genres, no or few multilingual texts are in-
cluded, licenses are clear and compatible with the
intended use of our corpus.7 The Wikisource subset
of BigScience was also considered, but presented
too many problems (text starting in the middle of

5https://huggingface.co/bigscience-data
6https://hplt-project.org/datasets/v1.2
7The BigScience RAIL license is inspired both from

open licenses and fairness principles: https://bigscience.
huggingface.co/blog/the-bigscience-rail-license.
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a sentence, HTML tags, encoding problems, sen-
tences in Old French, etc.).

5.2 HPLT

BigScience only contains two text genres:
Wikipedia articles and parliamentary debates. In
order to achieve a better diversity of genres, we
benefit from HPLT (De Gibert et al., 2024), a mas-
sive multilingual dataset of texts provided by Inter-
net Archive and CommonCrawl. These texts were
cleaned by the HPLT authors so as to eliminate
documents from dubious URLs (possibly porno-
graphic, racist, etc.) and filter out noisy paragraphs.
The remaining documents were then sorted accord-
ing to he majority vote over a number of language
predictors. We work with the cleaned version of
French HPLT, containing around 99.59M docu-
ments and 122.88B words.

This dataset is still not perfect:

• the filter for setting aside problematic docu-
ments is based mainly on the document URL,
and some undesired texts can still remain

• the language identification is sometimes er-
roneous, particularly when several languages
are present in the same text

• the data cleaning keeps some uninteresting
documents (lists of phone numbers, number
plates, etc.)

However, this dataset covers a wide variety of
fields and should help increase the diversity of the
BASE corpus, as discussed in the following sec-
tion.

5.3 Diversity-driven data sampling

Diversity of datasets is usually strongly dependent
on their sizes. Since we are interested in compar-
ative studies, the compared corpora should have
similar sizes. Therefore, we sample HPLT for a
subset of a size which would be roughly equivalent
to BASE (1.5 billion tokens), while keeping entire
texts intact. To reduce computation, we only use a
subcorpus containing 6B documents randomly se-
lected from HPLT. We sample it by batches and for
each batch we select the document which, added
to BASE, maximizes its lexical diversity measured
by H in (1). We stop when we exceed the intended
size of 1.5 billion tokens. If all batches have been
processed and the intended size is not reached, we
decrease the size of a batch and reiterate.

The final subset of HPLT selected in this way is
called HPLTdiv. For comparison, we also randomly
select another subset of HPTL of roughly the same
size as HPLTdiv and we call it HPLTrand.

Merging BASE with HPLTdiv on the one hand,
and with HPLTrand on the other hand, yields the
final SELEXINI corpus and its non-diverse equiv-
alent SELEXINIrand. The following section de-
scribes the process of automatic parsing of SELEX-
INI. Section 7 is then dedicated to comparing the
quantitative and qualitative properties of BASE,
HPLTdiv and HPLTrand, so as to address the re-
search questions Q1 and Q2.

6 Target annotation schemas and model
training

From the outset, we opted for dependency syntax.
Morphosyntactic annotation of our corpus can only
be done automatically, so to choose the target anno-
tation schemas, we were constrained by the avail-
ability of large enough training sets. We thus had
two candidates: the monolingual FTB-dep schema
or the UD schema (cf. Section 2). We aimed at both
accurate linguistic description of French, and cross-
lingual parallelism, which exactly corresponds to
the balance sought for in the UD project. Yet, for
specific linguistic traits, it might prove difficult to
satisfy both objectives8. Indeed, a closer look at
the instantiation of UD guidelines in French UD
treebanks first shows some diversity in annotation
choices (Guillaume et al., 2019). Second, certain
specific phenomena were dealt with (i) either by
not following the UD guidelines, which breaks the
cross-lingual uniformity, or (ii) by following them
at the cost of breaking an internal regularity. We
provide some examples in Appendix A.

6.1 Models
For all the previously seen reasons, we chose to
keep both annotation schemas, FTB-dep and UD,
and thus to build two parsed versions of our SE-
LEXINI corpus, thanks to two models.

FTB-dep To train this model we concatenated
two treebanks, containing approximately 21k sen-
tences in total:

• the dependency version of the French Tree-
Bank (FTB) (Abeillé et al., 2003), adapted by
Seddah et al. (2013);

8As put forward in UD’s web introduction, which
presents UD design as a "subtle compromise" : https:
//universaldependencies.org/introduction.html.
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• the Sequoia9 treebank (Candito and Seddah,
2012), version 9.2.

While both treebanks have the same main anno-
tation schema (FTB-dep), subtle differences have
been introduced over time. In order to get more
homogenous training data, we modified the FTB.
This harmonisation is described in Appendix B.

UD We use fr_sequoia-ud-2.12 model, one of
the models trained on the French treebanks from
Universal Dependencies version 2.12, with UD-
Pipe2 (Straka, 2018) and made available by Straka
(2023).

6.2 Annotation process
Two different cases were treated to carry out the
annotation of the SELEXINI corpus: the annota-
tion with the FTB-dep schema, and the annotation
using the Universal Dependencies.

For the annotation using UD, UDPipe 2 was used
to carry out all the steps (segmentation, tokenisa-
tion, POS tagging, morphological features tagging,
lemmas prediction and syntactic analysis).

In the case of the FTB-dep annotation, sentence
segmentation and tokenisation were performed us-
ing the Bonsai tool10, designed to specifically han-
dle French. Tagging and parsing were then done
with UDPipe 2 as well, but this time using the FTB-
dep model described in Section 6.1.

The last step, both for the UD and FTB-dep ver-
sion, was a lemmas correction phase. While the
predicted lemmas on in-domain dev are 99% cor-
rect (see Table 1), a qualitative analysis of lemmas
for unknown rare word forms on our SELEXINI
revealed sometimes absurd predictions11. We thus
applied lemma correction using the Lefff lexicon
(Sagot, 2010)12.

7 Results

Assessing the quality of annotations is not a trivial
task without manually annotated data. We can nev-

9https://deep-sequoia.inria.fr/
10http://alpage.inria.fr/statgram/frdep/fr_

stat_dep_parsing.html
11This is the case e.g. for first person verbal form, rare

in the FTB+Sequoia training set. Moreover the predicted
lemmas sometimes do not match the predicted POS tag. After
lemma correction on out-of-domain 2.64 million tokens, 7000
lemmas were modified using the lexicon heuristic. An analysis
of the first 100 corrections revealed only one introduced error,
and 99 corrected errors.

12The heuristic was to replace any predicted lemma un-
known in the lexicon by the longest lemma compatible with
this word form and POS tag.

Model Test set POS UFeats LAS
FTB-dep FTB+Sequoia dev 98.49 94.68 91.11
UD Sequoia test

Gold Tokenisation
99.25 98.01 94.37

Sequoia test
Raw text

98.40 97.19 92.75

Table 1: Scores of the FTB-dep and UD models. The
test set for the FTB-dep model is the dev set of the
FTB+Sequoia (28 POS tags, 34 dependency labels). For
the UD model, the test set of Sequoia is used (17 POS
tags, 47 dependency labels)

ertheless observe the performance of the models on
the corresponding dev and test corpora. The results
can be seen in Table 1.

UDPipe models are frequently used as a base-
line thanks to their strong performance. Although
the quality of the annotations is better using gold
tokenisation than raw text, the results are still good
enough to be usable. The model used to annotate
in FTB-dep obtains slightly lower scores than the
UD model, but as the test corpus and annotation
schemes are different, the results are not perfectly
comparable and remain acceptable for the annota-
tion task.

We will now compare diversity measures on the
different corpora studied. A summary of this infor-
mation is available in Table 2. The parameters −s
et n are computed using equation (3).

7.1 Syntactic Diversity

The algorithm used to select the HPLTdiv texts
aimed to maximize lexical diversity (Section 5.3).
We will now evaluate whether this selection also
had an impact on syntactic diversity (defined in
Section 3) in order to answer our research ques-
tion Q1.

However, syntactic diversity can only be cal-
culated if we have access to the syntax annota-
tions. The SELEXINI corpus, composed of BASE
and HPLTdiv, has been parsed but not HPLTrand.
Therefore, syntactic diversity is only calculated for
the former.

In Table 2, we can observe an increase in the
lexical entropy Hlex : +0.72 for BASE+HPLTdiv.
The opposite trend is visible for syntactic diversity:
a decrease of 0.36 point when BASE is augmented
with HPLTdiv. Although HPLTdiv is both more
varied (higher n) and more balanced (hieher −s)
than BASE, which leads to a higher entropy from
a lexical point of view (8.10 vs. 7.02), HPLTdiv

is less varied and less balanced than BASE from a
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Corpus Size nlex −slex Hlex nsyn −ssyn Hsyn

BASE 1.54 3.5 -1.250 7.02 167 -1.381 7.17
HPLTdiv 1.56 11.7 -1.182 8.10 124 -1.660 6.25
SELEXINI = BASE + HPLTdiv 3.10 13.6 -1.204 7.74 282 -1.457 6.81
HPLTrand 1.56 6.4 -1.138 7.42 - - -
SELEXINIrand = BASE + HPLTrand 3.10 8.7 -1.187 7.41 - - -

Table 2: Summary of the sizes of each corpus in billion tokens, the value of their Zipfian parameters, n for the
number of categories in millions (higher is better), and −s for the Zipfian curvature (closer to 0 is better). H is the
entropy (higher is better). All these measures are computed for the lexical and syntaxtic version.

syntactic perspective.
As a reminder, nlex and nsyn correspond respec-

tively to the number of lexical categories (words)
and the number of syntactic categories (syntactic
subtrees). The number of common lexical cate-
gories between BASE and HPLTdiv is 1.6 million
words, i.e. 11.8% of the total final corpus (BASE
+ HPLTdiv, i.e. SELEXINI). However, in the case
of syntax, there are 9 million common trees, which
this time represents only 3.2% of the final corpus.

While 74.3% of the lexical categories in SELEX-
INI originate from HPLTdiv only, 41.8% of the syn-
tactic categories originate from HPLTdiv. HPLTdiv

therefore has more weight, more impact, on the
diversity of SELEXINI than BASE from a lexical
point of view. However, this is not true for syntactic
diversity.

Now, if we look at the −s parameter of the Zip-
fian curvature, which is a measure of balance, we
can see that in lexical terms, −slex obtains a better
score for HPLTdiv than for BASE. This is reversed
in the case of ssyn where HPLTdiv is clearly less
balanced than BASE.

In conclusion, as an answer to Q1, it appears
that optimizing lexical diversity with HPLTdiv did
not also improve syntactic diversity. On the con-
trary, the sampling had the opposite effect, causing
syntactic diversity to notably decrease.

7.2 Lexical Zipfian distributions

In this section, we will focus first on the differences
between BASE and HPLTdiv. Then, SELEXINI
and PLDHrand will also be compared. In order
to answer the research question Q2, we will first
carry out an analysis of the quantitative properties
by looking at the different scores in Table 2. Sec-
ondly, we will analyse the qualitative properties
by exploring the new words added by HPLTdiv to
SELEXINI. This section deals only with lexical
diversity.

Quantitative properties Although BASE and
HPLTrand have roughly the same size, HPLTrand

is more diverse than BASE, whether for entropy
Hlex, variety nlex or balance slex. One hypothesis
is that the Wikipedia articles and parliamentary
debates in BigScience create a certain redundancy
in the data, making this dataset a less varied and
balanced than those from HPLT.

As seen in the previous subsection, augmenting
BASE with HPLTdiv increased the lexical entropy
Hlex from 7.02 to 7.74: a gain of 0.72. Augment-
ing BASE with HPLTrand increased the entropy to
7.41: a gain of only 0.4. HPLTrand has roughly half
as many categories as HPLTdiv (11.7 million and
6.4 million respectively). HPLTrand is therefore
much less varied than HPLTdiv (although it is still
more varied than BASE). However, with an slex at
1.182 for HPLTdiv and at 1.138 for HPLTrand, the
latter is more balanced. So it is likely that the selec-
tion algorithm favours variety more than balance.

Qualitative properties For this section, we ex-
tracted the vocabularies of BASE and HPLTdiv.
We began by identifying new words present in
HPLTdiv that were not present in BASE. A list
of around 10 million words was thus extracted. We
then got 2 million static embeddings of dimension
300 from Grave et al. (2018). These embeddings
were trained on Common Crawl and Wikipedia us-
ing fastText, and keeping only the 2 million most
frequent words.We can assume that most words
without embeddings will be noise. Only 84,526 of
the 10 million words have word embeddings. This
means that over 99% of the new words in HPLTdiv

are noise.
Nevertheless, we’re going to try to identify

whether we can find any common points among
the non-noisy words in HPLTdiv. We created word
embeddings clusters that can be seen in Figure 2.
These clusters were obtained by randomly select-
ing 2,000 words from our list and extracting their
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Figure 2: Word embeddings clusters of new words from HPLTdiv .

embeddings. We then reduce the number of dimen-
sions to 50 using the UMAP algorithm (McInnes
et al., 2018). We cluster our embeddings using
the K-means algorithm, with K=1513. Finally, we
reduce our embeddings again to two dimensions
using the PCA algorithm, in order to visualise the
clusters. Details of the clusters are available in Ap-
pendix C. Although the clusters are not perfectly
pure, common themes can be identified across most
of them.

• Clusters 1 and 4, very isolated from the rest,
contain only dates in two different formats
(year-month-day for cluster 1 and day-month-
year for cluster 4). Cluster 10 also contains
numbers only, with a ‘-’.

• Cluster 8 contains ‘sms’-type language:
copinette (friend), choupie (cute) or merciiii
(thanks).

• Clusters 2, 7 and 13 contain words in other lan-
guages : bedsheets (English), polozoni (Croat-
ian) or abgerufen (German).

• Cluster 2 also contains neologisms and con-

13The choice of 15 clusters was made empirically.

catenations of words: brocantitude (flea mar-
ket attitude), miseenservice (commissioning)

• Cluster 7 contains a subcluster with symbols
and emojis

• Clusters 0, 5, 11 and 14 contains many
spelling mistakes, often due to missing ac-
cents : patrimoin (heritage), helices (pro-
peller), ludotheque (toy library), mesage (mes-
sage)

• Clusters 5 and 11 also contain suffixes : fici-
aires, ctions, geait, pondants

• Cluster 3 contains rare forms of conjugation :
flippent (they freak out), débuterez (you will
start) or chouchoutent (they pamper)

• Cluster 6 contains words concatenated with
a final dot : normalement. (normally.),
châteaux. (castles.), surf. (surf.)

• Cluster 12 contains URLs and filenames :
main.php, monsite.com, top-site

• Cluster 9 is the only cluster with no specific
theme. There are misspells (pâtissiére (fe-
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male baker)), rare words (non-couvert (not
covered)), foreign word (cocoon) and others

In conclusion, although the quantitative study
showed that texts that increase variety are more
often selected (either because of their greater im-
portance in the entropy, or because they occur more
frequently than texts that increase the balance), the
qualitative study showed that this variety is almost
artificial, because of the very high noise content
of the texts from HPLT. Nevertheless, some new
"valid" word forms are added, especially rare con-
jugations, which usefully extend the vocabulary of
SELEXINI.

8 Limitations and future work

A first limitation of this work is obviously the pres-
ence of a lot of noise in HPLT. Applying the se-
lection algorithm to a corpus without noise could
lead to very different results and conclusions. The
use of noise reduction techniques could also help
to limit the problem (Zhu et al., 2022).

Another limitation is the automatic prediction
of labels. These predictions carry the biases of the
models used to generate these annotations, which
may have only encountered certain rare phenomena
on an infrequent basis.

There are many different measures of diversity.
Here we focused only on Zipfian parameters and
Shannon-Weaver entropies, but some other mea-
sures highlight other information. In particular,
disparity is another dimension of diversity that we
have not explored here, but which would have its
rightful place in an analysis of corpus diversity.

9 Conclusions

In this article, we have presented three contribu-
tions. The first is the creation of a large automati-
cally parsed French corpus. The second is a study
of the impact of lexical diversity-driven data sam-
pling on syntactic diversity. Finally, we also per-
formed a quantitative and qualitative analysis of the
lexical diversity resulting from the selection aimed
at maximising this same lexical diversity.

The main conclusions are that the selection
based on lexical diversity favours variety more than
balance, and mainly extracts noise. We also found
that there was no positive impact on syntactic di-
versity, and even that there was a rather negative
impact. It would be interesting to understand if
this negative impact is due to noisy data or if it

is inherent to natural language (e.g. rare and new
words might tend to occur in syntactic construc-
tions known for frequent words). More research
is still needed to find methods that will maximise
lexical diversity while avoiding the problems of
noisy texts.
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Alina Wróblewska, and Éric Villemonte de La Clerg-
erie. 2013. Overview of the SPMRL 2013 Shared
Task: A Cross-Framework Evaluation of Parsing

Morphologically Rich Languages. In Proceedings
of the Fourth Workshop on Statistical Parsing of
Morphologically-Rich Languages, pages 146–182,
Seattle, Washington, United States. Association for
Computational Linguistics.

Claude Elwood Shannon and Warren Weaver. 1949. A
Mathematical Theory of Communication. University
of Illinois Press, Urbana.

Livnat Herzig Sheinfux, Tali Arad Greshler, Nurit Mel-
nik, and Shuly Wintner. 2019. Verbal multiword
expressions: Idiomaticity and flexibility. In Yannick
Parmentier and Jakub Waszczuk, editors, Representa-
tion and parsing of multiword expressions: Current
trends, pages 35–68. Language Science Press, Berlin.

Gaofei Shen, Afra Alishahi, Arianna Bisazza, and Grze-
gorz Chrupała. 2023. Wave to syntax: Probing spo-
ken language models for syntax. In Proc. INTER-
SPEECH 2023, Proceedings of the Annual Confer-
ence of the International Speech Communication As-
sociation, INTERSPEECH, pages 1259–1263. Pub-
lisher Copyright: © 2023 International Speech Com-
munication Association. All rights reserved.

Milan Straka. 2018. UDPipe 2.0 prototype at CoNLL
2018 UD shared task. In Proceedings of the CoNLL
2018 Shared Task: Multilingual Parsing from Raw
Text to Universal Dependencies, pages 197–207,
Brussels, Belgium. Association for Computational
Linguistics.

Milan Straka. 2023. Universal dependencies 2.12 mod-
els for UDPipe 2 (2023-07-17). LINDAT/CLARIAH-
CZ digital library at the Institute of Formal and Ap-
plied Linguistics (ÚFAL), Faculty of Mathematics
and Physics, Charles University.

Gertjan van Noord, Gosse Bouma, Frank Van Eynde,
Daniël de Kok, Jelmer van der Linde, Ineke Schuur-
man, Erik Tjong Kim Sang, and Vincent Vandeghin-
ste. 2013. Large Scale Syntactic Annotation of Writ-
ten Dutch: Lassy, pages 147–164. Springer Berlin
Heidelberg, Berlin, Heidelberg.

Leonie Weissweiler, Nina Böbel, Kirian Guiller, San-
tiago Herrera, Wesley Scivetti, Arthur Lorenzi, Nu-
rit Melnik, Archna Bhatia, Hinrich Schütze, Lori
Levin, Amir Zeldes, Joakim Nivre, William Croft,
and Nathan Schneider. 2024a. UCxn: Typologically
informed annotation of constructions atop Univer-
sal Dependencies. In Proceedings of the 2024 Joint
International Conference on Computational Linguis-
tics, Language Resources and Evaluation (LREC-
COLING 2024), pages 16919–16932, Torino, Italia.
ELRA and ICCL.

Leonie Weissweiler, Abdullatif Köksal, and Hinrich
Schütze. 2024b. Hybrid human-llm corpus construc-
tion and llm evaluation for rare linguistic phenomena.
Preprint, arXiv:2403.06965.

Dawei Zhu, Michael A. Hedderich, Fangzhou Zhai,
David Adelani, and Dietrich Klakow. 2022. Is BERT

92



robust to label noise? a study on learning with noisy
labels in text classification. In Proceedings of the
Third Workshop on Insights from Negative Results in
NLP, pages 62–67, Dublin, Ireland. Association for
Computational Linguistics.

Hao Zhu, Yonatan Bisk, and Graham Neubig. 2020.
The return of lexical dependencies: Neural lexical-
ized PCFGs. Transactions of the Association for
Computational Linguistics, 8:647–661.

A Examples of difficulties in the UD
annotation of French

In the French UD treebanks, certain specific phe-
nomena were dealt with (i) either by not following
the UD guidelines, which breaks the cross-lingual
uniformity, or (ii) by following them at the cost
of breaking an internal regularity. As examples of
(i), (Guillaume et al., 2019) explicitely report not
to follow (for now) UD guidelines for copula con-
structions with clausal predicative complements
(which would lead to a verb with two distinct sub-
jects), nor for expletive il subjects14. An example
of (ii) is the use of different dependency labels for
dependents of verb, depending on the category of
the dependent, differently to what occurs in the
FTBdep annotation schema, itself deriving from
the FTB annotation (Abeillé and Barrier, 2004).
For instance, the verb souhaiter (to wish) can take
, the direct a direct complement which is either a
NP, an infinitival clause, a clause, or a clitic pro-
noun. All these cases fill the same valency slot
(and thus are mutually exclusive) and are pronom-
inalized using the same accusative clitic pronoun
le. This uniformity is captured by using a single
obj label in FTBdep, but 3 different labels in UD
(obj, xcomp, ccomp). Moreover, the two latter la-
bels are also used for indirect complements, which
obfuscates the linking to semantic roles. Another
example concerns the use of iobj. For instance
for X parle de Y à Z (X talks about Y to Z), in UD,
the Y argument can be iobj, obl:arg, xcomp, and
the Z argument can be iobj or obl:arg, whereas
Y and Z are uniformly annotated as de_obj and
a_obj in FTBdep.

B FTB modifications

The FTB has been modified compared to the ver-
sion described in (Seddah et al., 2013). Corrections
were done:

14UD guidelines take into account the semantic property
of not baring a semantic role, which has clear advantages for
downstream semantic analysis, but which causes peculiarities
from the stricter syntactic point of view.

• Automatic corrections to ensure flat represen-
tations of MWEs have their linearly first com-
ponent as head of all other components;

• Manual removal of spurious cycles in surface
dependency trees (10 cases).

Some harmonisation with the Sequoia treebank :

• Representation of MWEs as in Sequoia 9.2,
namely as designed in the PARSEME-FR
project15 and described in (Candito et al.,
2020);

– the main change concerns using regular
syntax for MWEs whenever possible;

– for remaining MWEs, final prepositions
or complementizers are not included in
the MWE (i.e. que (that) not included in
the MWE étant donné (given).)

• Minor modifications of tokenization:

– any X - X (- X)* sequence of tokens
within a MWE was remerged as one to-
ken (i.e. "au - dessus de" → "au-dessus
de")

– numbers: any sequence [0-9]+ (, [0-
9]+)+ merged as one token (i.e. "34 ,
7" => "34,7")

• Homogenisation of lemmas:

– reflexive clitics (CLR tag) have lemma
se;

– dative and accusative first and second per-
son clitics all receive le/lui lemma (am-
biguity is to be solved in syntax);

– distinguish lemma for madame (madam)
from that of monsieur (mister).

C Word embeddings clusters

15https://parsemefr.lis-lab.fr
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(a) Cluster 1 (b) Cluster 4

(c) Cluster 10

Figure 3: Word embeddings clusters of new words from HPLTdiv with dates

Figure 4: Cluster 8 (SMS language) of Word embeddings clusters of new words from HPLTdiv .
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(a) Cluster 2 (b) Cluster 7

(c) Cluster 13

Figure 5: Word embeddings clusters of new words from HPLTdiv with foreign words

Figure 6: Cluster 11 (suffixes) of Word embeddings clusters of new words from HPLTdiv (zoom on suffixes part).
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(a) Cluster 0 (b) Cluster 5

(c) Cluster 11 (d) Cluster 14

Figure 7: Word embeddings clusters of new words from HPLTdiv with spelling mistakes

Figure 8: Cluster 3 (rare conjugations) of Word embeddings clusters of new words from HPLTdiv .
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Figure 9: Cluster 6 (final point) of Word embeddings clusters of new words from HPLTdiv .

Figure 10: Cluster 12 (url and filenames) of Word embeddings clusters of new words from HPLTdiv .
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Figure 11: Cluster 9 (diverse) of Word embeddings clusters of new words from HPLTdiv .
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