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Abstract

Nepali, one of the prominent languages of
South Asia, remains underrepresented in natu-
ral language processing (NLP) research, partic-
ularly in the domain of abstractive summariza-
tion. While significant progress has been made
in extractive summarization, the complexity
of generating coherent, human-like summaries
from low-resource languages like Nepali is still
largely unexplored. This paper introduces the
first comprehensive study on applying multi-
lingual transformer-based models, specifically
mBART and mT5, to the task of generating
headlines for Nepali news articles through ab-
stractive summarization. To address the ab-
sence of large-scale datasets for this task, we
developed a Nepali news headline summariza-
tion corpus by aggregating data from multiple
online news portals. Leveraging this dataset,
we fine-tuned multilingual transformer mod-
els, mBART and mT5, using Low-Rank Adap-
tation (LoRA) and quantization techniques to
optimize computational efficiency without sac-
rificing performance. Comprehensive evalu-
ations were conducted using ROUGE scores
to measure the models’ output quality, com-
plemented by a detailed human evaluation to
select the best summary overall based on rel-
evance, fluency, conciseness, informativeness,
factual accuracy, and coverage. Notably, the
4-bit quantized mBART model demonstrated
superior performance, significantly reducing
computational costs while maintaining high-
quality results. This work not only underscores
the feasibility of applying transformer-based
approaches to Nepali abstractive summariza-
tion but also provides a scalable solution to ad-
vancing NLP capabilities for underrepresented
South Asian languages.

Keywords: Nepali Abstractive text summa-
rization, Transformers, Natural language process-
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1 Introduction

The exponential growth of digital content, such as
news articles, blogs, and social media, has made au-
tomatic text summarization a critical task in Natural
Language Processing (NLP). This involves generat-
ing concise summaries that capture the main ideas
of the original text while maintaining its meaning.
Summarization is generally performed in two ways:
extractive summarization and abstractive summa-
rization. Abstractive summarization generates new
sentences to convey the original text’s meaning, re-
quiring sophisticated language generation, while
extractive summarization involves the extraction of
key sentences or phrases from the original text.

Summarization in Nepali language plays a cru-
cial social and practical role, particularly in areas
such as education, news aggregation, and informa-
tion access. In rural communities and underserved
populations, where internet infrastructure is limited,
concise and relevant summaries can help bridge the
information gap. Additionally, in the context of
education, this technology can generate brief and
informative content summaries to aid students and
educators. This research not only contributes to en-
hancing the digital content accessibility for Nepali
speakers but also highlights the potential for large-
scale deployment in sectors that rely heavily on
information dissemination, making it highly rele-
vant to the region’s linguistic needs.

Transformer models such as mBART (Liu et al.,
2020) and mT5 (Xue et al., 2021) have proven to
be highly effective for a variety of NLP tasks in
low-resource languages, offering state-of-the-art
performance in text generation and summarization
tasks. These models utilize the transformer archi-
tecture, which is adept at capturing long-range
dependencies in text, making them particularly
suitable for abstractive summarization where the
model must generate coherent, novel sentences
rather than merely extracting phrases from the
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source text. Compared to earlier approaches that
relied on recurrent neural networks (RNNs) like
GRU (Gated Recurrent Units) or LSTMs (Long
Short-Term Memory networks), transformers are
able to process input sequences in parallel, making
them more efficient and scalable for large datasets.

This study represents the first known application
of transformer models, specifically mBART(Liu
et al., 2020) and mT5(Xue et al., 2021), for abstrac-
tive summarization in the Nepali language. It intro-
duces a novel dataset, and by leveraging LoRA with
quantization techniques to optimize performance
for low-resource settings. This research marks a
crucial step forward for underrepresented Nepali
languages in NLP. A novel Nepali news summariza-
tion dataset had to be created by scraping data from
various news portals due to lack of dataset for this
particular task. The multilingual models were then
fine-tuned with this dataset using Low-Rank Adap-
tation (Hu et al., 2021) and quantization techniques
as suggested in (Dettmers et al., 2023), making
the training process more computationally efficient
and faster. The performance of these models were
then evaluated using ROUGE scores (Lin, 2004)
and human evaluation following winner-take-all ap-
proach based on criteria such as relevance, fluency,
conciseness, informativeness, factual accuracy, and
coverage to ensure the generated summaries were
coherent and conveyed the original meaning.

2 Related Work

With the rise of transformer-based models
(Vaswani et al., 2023), various research works have
been carried out using them for text summarization.
Many studies focus on English, while research on
the Nepali language is limited and primarily based
on extractive summarization approaches.

(Ranabhat et al., 2019) introduced extractive
summarization to produce summaries from mul-
tiple Nepali sentences by selecting a subset from
the original text using TextRank (Mihalcea and Ta-
rau, 2004). These summaries contained the most
important sentences of the input. They utilized Tex-
tRank for sentence scoring and topic modeling for
summary evaluation.

(Mishra et al., 2020) generated Nepali news
headlines using GRU (Chung et al., 2014) in an
encoder-decoder fashion, taking the news content
as input and generating a headline as output. The
news was converted into word tokens and vec-

torized using FastText (Bojanowski et al., 2017),
trained on a corpus of Nepali news articles and
headlines collected from several web portals.

(Khanal et al., 2022) employed an extractive
method for Nepali text summarization using Tex-
tRanking (Mihalcea and Tarau, 2004) and LSTM
(Hochreiter and Schmidhuber, 1997). They trained
a Nepali news corpus with GloVe embeddings us-
ing different window sizes (10, 12, 15) and vector
sizes (100, 200, 300). For extractive text summa-
rization, they used Text Ranking and an attention-
based LSTM model (Wang et al., 2016).

(Timalsina et al., 2022) introduced an attention-
based RNN for abstractive Nepali text summariza-
tion. They first created a Nepali text dataset by
scraping Nepali news from online portals, then de-
signed a deep learning-based summarization model
using an encoder-decoder recurrent neural net-
work with attention. Specifically, Long Short-Term
Memory (LSTM) (Hochreiter and Schmidhuber,
1997) cells were used in both the encoder and de-
coder layers. They built nine models by varying
hyperparameters and reported Recall-Oriented Un-
derstudy for Gisting Evaluation (ROUGE) scores
(Lin, 2004) to evaluate performance.

3 Methodology

3.1 Data Collection

A comprehensive dataset of Nepali news articles,
was created with web scraping from various on-
line news portals like BBC Nepali (Hasan et al.,
2021) and others. A sample of the dataset obtained
through this process is illustrated in Figure 1, and
a link to the full dataset generated in this study is
provided in the annexes.

3.2 Data Preprocessing

In this step, we have removed HTML tags, special
characters, and irrelevant sections of the text (such
as advertisements and navigation links). As the
data was collected in two steps, the headlines and
their corresponding article bodies had to be joined
to create the complete dataset.
The collected dataset still had numerous characters
that were not part of the Nepali Devanagari Char-
acter Set. These extraneous characters would have
degraded the overall text quality and negatively
impacted model performance. Specifically, the
unwanted characters including Latin letters (a-z,
A-Z), Arabic numerals (0-9), etc. To mitigate these
issues, these characters have been removed from
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the dataset. A prefix was also added to the start
of each input text to indicate the summarization
task to the model and it helped the model to better
understand the context and the task it needs to
perform.

Figure 1: Data Sample

The input texts (articles) and the target texts
(headlines) were then, tokenized to a maximum
length of 1024 and 20 tokens respectively, ensuring
that longer texts were truncated. The tokenized
headlines from the previous step were then, set as
labels in the model inputs. This helped the model to

learn the mapping from the input text to the target
headlines during training. A data collator was also
used after the tokenization, in order to dynamically
pad the inputs and labels to the maximum length
during the batching process, ensuring the efficient
utilization of the model’s capabilities.

3.3 Exploratory Data Analysis

The dataset, meticulously compiled from various
news portals, encapsulated a total of 70,769 arti-
cles, categorized into ten distinct thematic areas:
News, Sports, Opinion, Entertainment, Feature, Di-
aspora, World, Education, Blog and Others(Mix).
The dataset had more data related to News cate-
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gory, while blog category had the least amount of
data. The average length of title and the text of the
articles were found to be approximately 6 and 390
respectively. The dataset were, then splitted into
training, validation, and test sets in an 70-20-10
ratio to ensure robust model evaluation.

Dataset type Count
Training Set 49,538

Validation Set 14,154
Test Set 7,076

Table 1: Data distribution in training, validation and
testing dataset

S.N Category Count
1 News 36798
2 Sports 18767
3 Others(Mix) 7258
4 Opinion 2358
5 Entertainment 2144
6 Feature 2014
7 Diaspora 750
8 World 462
9 Education 188

10 Blog 30
Total 70,769

Table 2: Data Statistics

3.4 Model Selection and Fine-Tuning

3.4.1 Model Selection
In this study, we chose to use transformer-based
models, specifically mBART (Liu et al., 2020) and
mT5 (Xue et al., 2021), for abstractive summa-
rization in Nepali. These models were selected
over alternatives, due to their demonstrated effec-
tiveness in multilingual settings and their ability
to handle long-range dependencies in text as pre-
sented in (Taunk and Varma, 2023)(Baykara and
Gungor, 2022)(Kahla et al., 2022). Both models
have been pre-trained on large-scale multilingual
datasets, making them particularly suitable for low-
resource languages like Nepali, where language-
specific data is limited.

• mBART: This model is a denoising autoen-
coder designed for multilingual machine trans-
lation and text generation. Its architecture is
based on BART(Lewis et al., 2019), which re-
constructs corrupted text sequences, allowing

it to learn complex text representations across
languages. We opted for mBART-large-50,
which has around 600 million parameters, as
it strikes a balance between performance and
computational feasibility. Its ability to handle
diverse languages makes it ideal for abstrac-
tive summarization in Nepali, where linguistic
resources are scarce.

• mT5: As a text-to-text transformer model,
mT5 is capable of handling a wide variety
of NLP tasks, including summarization, trans-
lation, and classification. With 598 million
parameters, mT5-base was selected due to
its ability to perform multilingual tasks ef-
ficiently without requiring massive datasets
for each language. The text-to-text approach
allows for consistent handling of inputs and
outputs, making it adaptable for low-resource
languages like Nepali.

Both mBART and mT5 are well-suited for abstrac-
tive summarization because they generate new text
rather than merely extracting parts of the source
document, making them superior to earlier extrac-
tive methods. Given the size and complexity of
these models, fine-tuning them with limited compu-
tational resources poses significant challenges. To
address this, we incorporated two key techniques:

• Quantization (Dettmers et al., 2023): This
technique reduces the precision of the weights
in the model from 32-bit floating points
to lower precisions, such as 4-bit or 8-bit.
Quantization significantly reduces memory us-
age and accelerates computation by enabling
faster arithmetic operations. In our study, 4-bit
and 8-bit quantization was used for mBART,
which allowed for a substantial reduction in
computational cost without significantly com-
promising performance. This was crucial for
making the model feasible to train in a low-
resource setting.

• Low-Rank Adaptation (LoRA) (Hu et al.,
2021): This method drastically reduces the
number of trainable parameters by introduc-
ing low-rank updates to the model weights,
rather than fully updating the entire model dur-
ing fine-tuning. By applying LoRA, we were
able to fine-tune large models like mBART
and mT5 on Nepali text while using signif-
icantly fewer resources. This approach not
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only made the fine-tuning process more effi-
cient but also enabled faster convergence with
fewer training steps.

Together, these techniques allowed us to fine-tune
transformer models on relatively modest hardware,
such as NVIDIA Tesla P100 GPUs provided by
Kaggle, and enabled us to process our dataset effi-
ciently for continuous 12hours.

3.4.2 Fine-Tuning

To enhance efficiency, we stored the dataset on
Hugging Face. During the fine-tuning process, the
model weights and configurations obtained after
each training session were also pushed to Hugging
Face for every model.

The following training arguments were set in
the trainer and in the LoRA for the training in each
models:

Parameters Value
evaluation_strategy epoch

learning_rate 5e-4
per_device_train_batch_size 5
per_device_eval_batch_size 5

weight_decay 0.01
num_train_epochs 3

per_device_train_batch_size 5

Table 3: Training arguments for trainer

Parameters Value
r 32

lora-alpha 32
lora-dropout 0.1

bias lora_only

Table 4: Training arguments for LoRA

The pre-trained models were then, adapted using
the LoRA configuration. This involved updating
the model’s weights based on the low-rank adap-
tations, making it more efficient for the specific
task of Nepali news headline generation. Finally,
the adapted model were fine-tuned using the same
training process as described earlier. The low-rank
update enabled faster and more efficient training, re-
sulting in a model that could generate high-quality
headlines.

3.5 Evaluation
The evaluation strategy was set to run at the end
of each epoch, allowing for periodic assessment
of the model’s performance during training. A
custom function to compute evaluation metrics was
provided to the trainer. This function calculated
ROUGE scores to evaluate the quality of the
generated headlines. The model’s performance
was finally assessed on the testing set using
the custom evaluation function and helped in
understanding the model’s ability to generate
accurate and coherent headlines from Nepali news
articles.

To assess the models’ performance, a survey was
conducted with 62 participants, all of whom had at
least 12 years of formal education in Nepali. They
were asked to evaluate summaries of 10 different
sentences from various categories for the evalua-
tion. Each sentence had summaries generated by
six different models. Participants were tasked with
selecting the best summary overall based on criteria
such as relevance, fluency, conciseness, informa-
tiveness, factual accuracy, and coverage.

4 Experimental Setup

For the execution of this experiment, the following
setup was created:

4.1 Environment Configuration:
4.1.1 Hardware and Software Setup:
Given the substantial computational demands of
fine-tuning our language models, we found Kaggle
to be the most suitable platform. It offered free
access to the NVIDIA TESLA P100 GPU (16GB),
allowing us to conduct uninterrupted training ses-
sions for up to 12 hours. For storing the data, the
model weights and the configurations obtained af-
ter each training session, Hugging Face was used.

The experiments were ran using Python 3.12.3
along with key libraries such as PyTorch, Beauti-
fulSoup, Selenium, Pandas, Numpy, Matplotlib,
Plotly etc.

4.2 Experimental Workflow:
4.2.1 Dataset Handling:
The dataset was processed in batches of approx-
imately 10,000 samples during training. For
this experiment, 50,000 news articles along with
their corresponding summaries were utilized for
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training, while 14,000 were reserved for validation.
At the start of each training session, the entire
dataset was loaded into memory to facilitate
efficient access for the models.

4.2.2 Batch processing and training time:
Batch processing was implemented to streamline
training and evaluation. Training was performed
with a batch size of 5 and ran for 3 epochs and
validation was carried out at regular intervals to
track performance improvements.

The total time taken to train each model was
approximately 12 hours.

4.2.3 Optimization and Hyperparameters:
Hyperparameter tuning plays a vital role in optimiz-
ing the model’s performance. While we set certain
key hyperparameters such as learning rate (5e-4),
weight decay (0.01), and batch size (5), additional
tuning was performed to ensure optimal training
efficiency.

• Learning Rate: The learning rate was selected
based on experimentation. We observed that
higher learning rates led to instability during
fine-tuning, while lower learning rates slowed
convergence. The value of 5e-4 was found to
provide a good balance between fast conver-
gence and model stability.

• Batch Size: A batch size of 5 was chosen due
to memory constraints on the available GPUs.
Larger batch sizes led to out-of-memory er-
rors, while smaller batch sizes resulted in
slower training. Using a batch size of 5
allowed for efficient utilization of GPU re-
sources while maintaining training speed.

• Number of Epochs: We fine-tuned the model
over three epochs, which was determined
based on validation set performance. During
early experimentation, we noticed that perfor-
mance improvements plateaued after the third
epoch, making additional epochs unnecessary.

4.3 Evaluation Setup:

4.3.1 Automated Evaluation:
In this study, we chose to use ROUGE (Recall-
Oriented Understudy for Gisting Evaluation)(Lin,

2004) as the primary metric for evaluating the per-
formance of the abstractive summarization mod-
els. Given the nature of our task—summarizing
Nepali news articles—ROUGE is particularly well-
suited for evaluating how well the models capture
the key content of the source text. While addi-
tional metrics such as BLEU(Papineni et al., 2002)
and METEOR(Lavie and Agarwal, 2007) could
offer complementary insights, we determined that
ROUGE alone provides sufficient coverage for the
following reasons:

• Focus on Content Overlap: The goal of sum-
marization is to ensure that the key ideas from
the original text are preserved in the summary.
ROUGE is highly effective in measuring this
by quantifying the overlap of n-grams be-
tween the generated and reference summaries.
This makes ROUGE particularly useful when
the emphasis is on recall, as it ensures that the
model does not miss critical information from
the original text.

• Simplicity and Interpretability: ROUGE
scores are widely accepted in the NLP commu-
nity and offer a simple, interpretable way to
measure performance. Introducing additional
metrics may complicate the evaluation with-
out necessarily providing new insights for the
particular task of summarizing low-resource
language texts like Nepali. The ROUGE met-
ric’s emphasis on recall and precision has
proven reliable in many summarization tasks,
and it correlates well with human judgment
when the goal is content preservation.

• Alignment with Task Goals: The objective
of this work is to generate coherent and con-
cise summaries that faithfully represent the
original content. Given that ROUGE scores
provide a strong indicator of how much con-
tent overlap exists between the generated and
reference summaries, they align well with
our goals for content retention and accuracy.
While BLEU and METEOR focus on fluency
and sentence-level correctness, these aspects
are already partially captured in human evalu-
ation.

4.3.2 Human Evaluation:
For human evaluation, winner-takes-it-all approach
was considered, where the human evaluators were
asked to select the best summary overall based
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on factors such as relevance, fluency, conciseness,
informativeness, factual accuracy, and coverage
among different summaries generated from dif-
ferent models for different sentences. A simple
Google form was created and used to streamline
the collection of feedback, ensuring that responses
were gathered efficiently.

5 Results

The ROUGE scores for precision, recall, and F1-
scores across all models are summarized in Table 6.
These metrics provide a comprehensive evaluation
of the summarization performance. Based on the
results in the table, the 4-bit quantized mBART
model with LoRA emerged as the best-performing
model, consistently achieving the highest ROUGE
scores in all categories. This indicates that the
model was able to retain a higher degree of the
original text’s meaning while generating concise
and fluent summaries.

Model Number of votes received Percentage of votes (%)
4bit quantized mBART + LoRA 235 34.06
8bit quantized mBART + LoRA 191 27.68

mBART + LoRA 164 23.77
mT5 + LoRA 100 14.49

4bit quantized mT5 + LoRA 000 00.00
8bit quantized mT5 + LoRA 000 00.00

Table 5: Results from the Human Evaluation

Figure 2: Results from the Human Evaluation

In addition to the automatic evaluation, the hu-
man evaluation results are presented in Table 5.
These results further validate the performance of
the 4-bit quantized mBART with LoRA, as it was
selected the most (34.06%) by human evaluators.
The model’s summaries were consistently rated
higher overall based on relevance, fluency, and fac-
tual accuracy compared to the other models. This
strong alignment between the ROUGE scores and
human preferences reinforces the model’s ability

to generate high-quality summaries that resonate
with both automatic metrics and human judgment.
The mT5 model, particularly in its quantized form,
struggled with articles containing complex sen-
tence structures or domain-specific terminology,
such as those in the ’Politics’ categories. This un-
derperformance may be attributed to the model’s
sensitivity to quantization and its limited adaptation
to the intricacies of the Nepali language. An exam-
ple of a successful summary generated by mBART
involved summarizing a political article where the
model effectively captured the key points while
maintaining fluency. In contrast, the mT5 model
produced an incoherent summary with incomplete
sentences, highlighting the model’s challenges in
handling complex topics.

Figure 3: Summaries generated by different models (1-
5)

Note: The highlighted entries in the above and
below table received the maximum number of

votes in the survey.

Figure 4: Summaries generated by different models (6-
10)
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Model ROUGE-1 ROUGE-2 ROUGE-L
P R F1 P R F1 P R F1

mBART+LoRA 0.3797 0.3517 0.355 0.211 0.196 0.1964 0.3684 0.3411 0.3443
4-bit quantized mBART+LoRA 0.3865 0.354 0.359 0.2163 0.1984 0.1999 0.3754 0.344 0.3488
8-bit quantized mBART+LoRA 0.3871 0.35 0.3574 0.2141 0.1941 0.1969 0.3754 0.3395 0.3466
mT5+LoRA 0.335 0.3248 0.3218 0.1746 0.1701 0.1675 0.3252 0.3154 0.3123

Table 6: ROUGE scores of different models on the test dataset
Note: The scores of the 4-bit quantized mT5+LoRA and 8-bit quantized mT5+LoRA models are not presented in the table as they
produced zero scores across all calculated metrics, indicating that these configurations were not effective for the task at hand.

6 Conclusion

This study represents a significant step forward in
addressing the challenges of abstractive summa-
rization for low-resource languages like Nepali. By
leveraging state-of-the-art multilingual transformer
models, mBART and mT5, alongside innovative
techniques such as Low-Rank Adaptation (LoRA)
and quantization, the research successfully gen-
erated high-quality Nepali news headlines. The
creation of a novel Nepali news dataset further
supports the advancement of NLP resources for
underrepresented languages.

The results demonstrated the superior perfor-
mance of the 4-bit quantized mBART model with
LoRA, which achieved high ROUGE scores and
received the most favorable responses in human
evaluations. This highlights its potential to de-
liver efficient and coherent summarization while
addressing computational constraints. However,
the mT5 model underperformed, indicating oppor-
tunities for further optimization tailored to Nepali’s
linguistic characteristics.

This work not only provides a practical frame-
work for summarization in low-resource settings
but also opens avenues for future exploration. En-
hancements in quantization strategies, integration
of diverse datasets, and the adoption of alternative
evaluation metrics can further refine summariza-
tion models. Moreover, expanding this research
to other South Asian languages can contribute to
creating inclusive NLP tools that cater to diverse
linguistic needs.

7 Limitations:

While this study provides significant insights into
the potential of multilingual transformer models
for abstractive summarization of low-resource lan-
guages like Nepali, it is not without its limitations.
These constraints highlight areas where further im-
provements and investigations are necessary to en-
hance the effectiveness and applicability of the pro-
posed methods. Below, we discuss the key limita-

tions and outline directions for future research:

1. While LoRA and quantization techniques ef-
fectively reduce computational costs, their
specific impact on linguistic characteris-
tics, such as Nepali syntax and orthogra-
phy, remains underexplored. Future studies
could analyze how these techniques influence
language-specific features and propose im-
provements for better adaptability.

2. The reliance on specific portals during dataset
creation may have introduced domain bias,
potentially limiting linguistic diversity. Ex-
panding the dataset to include a wider range
of sources across different domains could im-
prove model generalization and adaptability
in real-world applications.

3. The performance of mT5 models in this study
underscores the need for customized fine-
tuning and quantization approaches. Future
research could experiment with advanced
quantization levels, parameter-efficient tuning
methods, or hybrid models tailored to Nepali’s
linguistic complexities.

4. While ROUGE scores were utilized effec-
tively, additional metrics such as semantic co-
herence and logical consistency could enrich
the evaluation. Future studies should employ
more comprehensive metrics to better capture
the quality and depth of model-generated sum-
maries.
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A Appendix

A.1 Dataset Details

The dataset created as part of this study is
available at the following link.
https://www.kaggle.com/datasets/
dhakal2444/nepali-news-dataset

A.2 Models

• Pre-trained models:
The pre-trained models used as part of this
study is available at the following link.
mBART: https://huggingface.co/facebook/mbart-
large-50
mT5:https://huggingface.co/google/mt5-
base
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• Fine-tuned models:
The fine-tuned models created as part of this
study is available at the following link.
https://huggingface.co/collections/caspro/
summarization-models-for-nepali-language-
66c209bfac74db25dee47759
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