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Abstract

This paper introduces EmoTa, the first emo-
tional speech dataset in Tamil, designed to re-
flect the linguistic diversity of Sri Lankan Tamil
speakers. EmoTa comprises 936 recorded utter-
ances from 22 native Tamil speakers (11 male,
11 female), each articulating 19 semantically
neutral sentences across five primary emotions:
anger, happiness, sadness, fear, and neutrality.
To ensure quality, inter-annotator agreement
was assessed using Fleiss’ Kappa, resulting in
a substantial agreement score of 0.74. Initial
evaluations using machine learning models, in-
cluding XGBoost and Random Forest, yielded
a high F1-score of 0.91 and 0.90 for emotion
classification tasks. By releasing EmoTa as
open-access, we aim to encourage further ex-
ploration of Tamil language processing and the
development of innovative models for Tamil
Speech Emotion Recognition.

1 Introduction

The development of emotional speech datasets has
significantly advanced Speech Emotion Recogni-
tion (SER), enhancing human-computer interac-
tion by enabling systems to interpret and respond
to emotions in nuanced, human-like ways (Cowie
et al., 2001). However, for low-resource languages
like Tamil, particularly in the Sri Lankan con-
text, high-quality emotional datasets remain scarce.
This scarcity restricts the development of SER mod-
els tailored to Tamil-speaking communities, limit-
ing applications in localized assistive technology,
emotion-based mental health diagnostics, and cus-
tomer service for Tamil-speaking users.

In this work, we introduce EmoTa1 , a novel,
acted Tamil emotional speech dataset that captures
the linguistic and cultural diversity of Sri Lankan
Tamil speakers. The dataset focuses on five fun-
damental emotionsanger, happiness, sadness, fear,
and neutralitychosen for their wide recognition and

1https://github.com/aaivu/EmoTa

relevance in SER and to reflect the range of emo-
tional expressions commonly encountered in ev-
eryday Tamil communication. These core emo-
tions also align with those used in established
SER datasets, allowing comparative studies while
maintaining a culturally relevant focus. To ensure
clarity and isolate prosodic cues, we use semanti-
cally neutral sentences, a practice inspired by sim-
ilar works in emotional speech corpora such as
EMOVO (Costantini et al.), EMODB (Burkhardt
et al., 2005), CaFE (Gournay et al., 2018). This
approach reduces the risk of lexical bias, ensuring
that models trained on this dataset can accurately
recognize emotional tone independent of content.

The accessibility of this high-quality emotional
speech dataset is a cornerstone of its contribution,
enabling reproducibility, facilitating collaboration,
and supporting the validation and benchmarking
of SER models across varied Tamil dialects. By
filling an essential gap in Tamil SER resources,
this open-access dataset advances the SER field
for low-resource languages, serving as a reference
point for related work and creating pathways for
future developments.

2 Related Work

Established SER datasets such as EMOVO (Italian)
(Costantini et al.), EMODB (German) (Burkhardt
et al., 2005), and CaFE (Canadian French) (Gour-
nay et al., 2018) have set benchmarks by providing
structured, acted datasets that ensure consistency,
quality, and controlled variation in emotional por-
trayals. These datasets highlight the benefits of
the acted approach, where carefully guided perfor-
mances yield emotionally distinct, reliable data that
enhances model training and generalization.

For Tamil, some progress has been made in de-
veloping emotional speech datasets. Rajan et al.
(2019) introduced TaMaR-EmoDB, a multilingual
emotional speech database covering Tamil, Malay-

https://github.com/aaivu/EmoTa
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alam, and Ravula. However, this corpus remains
inaccessible to the public, limiting reproducibility
and broader applicability. Similarly, Ram and Pon-
nusamy (2014) created a custom Tamil emotional
speech dataset using standard feature extraction
techniques, but it focused on a specific subset of
Tamil speakers. Vasuki et al. (2020) developed two
Tamil emotional corpora for children and adults,
drawn from Tamil films and plays to capture cultur-
ally resonant expressions. Furthermore, Fernandes
and Mannepalli (2021) constructed a dataset to sup-
port deep learning model development for Tamil
SER.

Despite these contributions, existing datasets
primarily focus on Indian Tamil and lack repre-
sentation of the linguistic and cultural diversity
found in the Sri Lankan Tamil community. Unique
prosodic features, dialects, and emotional expres-
sions specific to Sri Lankan Tamil speakers require
tailored datasets for reliable SER applications. In-
spired by the methodologies of EMOVO (Costan-
tini et al.), EMODB (Burkhardt et al., 2005), and
CaFE (Gournay et al., 2018), our dataset adopts an
acted approach, ensuring distinct and reproducible
emotional expressions while capturing the dialectal
richness of Sri Lankan Tamil.

3 Dataset Development

3.1 Selection of Emotions and Actors

For the Tamil speech emotion dataset, we focused
on five core emotions commonly recognized in
speech emotion recognition: Anger, Happiness,
Sadness, Fear, and Neutral. These emotions were
selected based on their relevance in affective com-
puting and their consistent presence in other emo-
tional speech datasets. To ensure clarity and con-
sistency in emotional expressions, detailed descrip-
tions of each emotion were provided to the actors.

We adopted a discrete theory of emotions, specif-
ically drawing from Ekmans classification (Ekman,
1992), which effectively captures the range of emo-
tional expressions applicable to spoken language.
Although some researchers (James, 1922; Lazarus,
1994) suggest additional emotions, such as love
or hope, we opted for the more universally under-
stood basic emotions that can be reliably conveyed
through speech. This approach minimizes ambi-
guity in emotional expression, which is crucial for
the effective training of machine learning models
in speech emotion recognition.

The actors were selected through a recruitment

process that included local advertisements and a
pre-selection session. Approximately 40 native
Tamil-speaking candidates, aged between 23 and
25 from diverse regions of Sri Lanka performed
sample utterances in a controlled environment. A
panel of three experienced drama teachers evalu-
ated these recordings for emotional delivery and
naturalness. From this pool, 22 actors were cho-
sen, 11 males and 11 females, ensuring a balanced
representation of the genders. All selected actors
demonstrated exceptional ability to convey emo-
tions and have at least a ’B’ grade in drama at the
G.C.E (O/L) examination2. Figure 1 illustrates the
geographic distribution of the actors, highlighting
the richness of the data set in regional variation.

By carefully selecting emotions and actors from
diverse regions and backgrounds, this dataset pro-
vides a robust resource for research on speech emo-
tion recognition, offering valuable insights into
emotional expression in different Tamil dialects.

Figure 1: Regional breakdown of Actors.

3.2 Linguistic Material and Emotional
Contexts

To develop the Tamil Speech Emotion Recognition
(SER) dataset, EmoTa, we selected 19 semantically
neutral sentences, allowing for a wide range of

2https://en.wikipedia.org/wiki/GCE_Ordinary_
Level_in_Sri_Lanka

https://en.wikipedia.org/wiki/GCE_Ordinary_Level_in_Sri_Lanka
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emotional expressions without introducing word-
based biases. Inspired by datasets such as EMOVO
(Costantini et al.) and EMODB (Burkhardt et al.,
2005), we focused on everyday Tamil phrases that
actors can easily recall and connect with emotion-
ally. This approach encourages emotional delivery
through vocal tone and prosody rather than specific
words, helping SER models capture authentic vocal
expressions.

Figure 2 provides sample sentences with their
pronunciation and English translation. These sen-
tences, used commonly in Tamil interactions, con-
tain balanced phonetic elements to support detailed
acoustic analysis. By keeping the language neutral,
the dataset encourages actors to rely on vocal de-
livery for emotion expression.

Example of Emotional Adaptability: One versa-
tile sentence in the dataset, "Nan unnai cantikka
ventum." ("I need to meet you"), can represent mul-
tiple emotions depending on the context:

• Sadness: Used when conveying longing for a
loved one who has been absent for a long time,
this sentence is spoken with vulnerability and
yearning.

• Neutral: In a professional setting, it simply
requests a meeting with a colleague, delivered
in a straightforward tone.

• Happiness: Spoken with excitement to share
good news, such as a new job or engagement,
this phrase becomes an expression of joy.

• Fear: When responding to an urgent situation
concerning a friend, its spoken with anxiety
and concern.

• Anger: In a tense setting, this phrase becomes
a demand to meet in person to resolve a dis-
agreement, with a tone of frustration and as-
sertiveness.

These context-based scenarios help capture the
nuances of vocal emotion, allowing SER models
to focus on emotional prosody over lexical content.
This method enables a deeper understanding of
how emotions are expressed through voice alone,
enhancing the effectiveness of SER models in real-
world applications.

3.3 Recording Protocol and Data Curation
The recordings for the Tamil speech emotion
dataset were conducted in a soundproof studio us-
ing professional equipment to ensure high-quality
audio. Recordings were captured at a 48 kHz

sampling rate and later downsampled to 16 kHz
for compatibility across applications. Actors were
given flexibility in their movements and expression,
while being mindful of microphone placement to
ensure consistent sound quality. Each one-hour
recording session was supervised by a team of pho-
neticians, with two providing instructions and feed-
back and one managing equipment. Before each
utterance, actors received prompts to avoid reading
intonations and were provided emotional context
to encourage authentic expression.

Actors recorded each sentence four to five times
to capture subtle variations, with the best take se-
lected based on acting quality and clarity of record-
ing. Special emphasis was placed on avoiding ex-
aggerated expressions, maintaining a natural and
conversational style. However, challenges such as
proximity variations and fluctuating intonation con-
tours were addressed by adjusting recording levels
and providing additional guidance.

To ensure efficient organization and retrieval, we
adopted a systematic file naming convention:

<spkID>_<senID>_<emo>.wav
For example, the file name 01_02_ang.wav indi-
cates that this file corresponds to speaker ID 01,
sentence ID 02, and an angry emotion.

The final dataset consists of 936 utterances from
22 actors, represents five different emotions happi-
ness, sadness, anger, fear, and neutralitywith a total
recording duration of approximately 48 minutes.
Figure 3 provides a visual breakdown of the distri-
bution of utterances across the various emotions.
This distribution is key for ensuring that the dataset
offers a balanced representation of emotional ex-
pressions, which is crucial for the development of
emotion recognition models.

3.4 Inter-Annotator Agreement

To evaluate the reliability of our dataset, we as-
sessed the inter-annotator agreement using Fleiss’
kappa (Randolph, 2005) coefficient, a metric suit-
able for measuring agreement among multiple an-
notators. Inter-annotator agreement quantifies how
well annotators consistently make the same anno-
tation decisions for a particular category. This is
essential to ensure the annotation process is consis-
tent and that different annotators are assigning the
same emotion label to a given sample. The kappa
score is calculated as follows:

κ =
p0 − pe
1− pe

(1)
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Figure 2: Sample Selected Sentences.

Figure 3: Distribution of utterances across emotions.

where p0 represents the observed agreement, and
pe is the expected agreement by chance. The results
of the inter-annotator agreement between our an-
notators yielded a substantial kappa score of 0.74,
indicating high agreement across the five annota-
tors. Notably, sadness and fear showed higher dis-
agreements among annotators, contributing to the
overall results.

4 Feature Extraction Techniques

In Speech Emotion Recognition (SER), select-
ing the right features is crucial, as speech sig-
nals contain various parameters that convey emo-
tional information. Zero-Crossing Rate (ZCR),
Chroma Features, Mel-Frequency Cepstral Coef-
ficients (MFCC), Root Mean Square (RMS), and
Mel Spectrogram are highly used for emotion clas-
sification (Ahmed et al., 2023). Each method of-
fers unique insights into the emotional content of
speech, which we will review briefly below.

4.1 Zero-Crossing Rate (ZCR)

Zero-Crossing Rate (ZCR) measures how often the
signal changes sign, indicating the frequency of
waveform zero crossings. It serves as an impor-
tant indicator of speech dynamics and can help dif-
ferentiate between voiced and unvoiced segments.
Higher ZCR values typically indicate more dy-
namic speech, which may correspond to higher
emotional intensity (Aouani and Ayed, 2020). Sam-
ple ZCR plots for each of the five emotions are
shown in Figure 4.

4.2 Chroma Features

Chroma features capture the energy distribution
across the 12 pitch classes of the chromatic scale.
This technique is valuable for analyzing harmonic
content in speech, as it can provide insights into
the emotional expression related to musicality and
intonation (Garg et al., 2020). Sample Chroma
Features plots for each of the five emotions are
shown in Figure 5.

4.3 Mel-Frequency Cepstral Coefficients
(MFCC)

Mel-Frequency Cepstral Coefficients (MFCCs) are
widely recognized as effective features for speech
and audio analysis (Likitha et al., 2017). They
are derived from the power spectrum of sound and
are designed to reflect human auditory perception.
MFCCs encapsulate the timbral properties of audio
signals, making them essential for emotion recog-
nition tasks, as they capture both spectral and tem-
poral information in speech. Sample MFCC plots
for each of the five emotions are shown in Figure 6.
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Figure 4: Zero Crossing Rate (ZCR) for various emotions: Happy, Sad, Angry, Fear, and Neutral. The ZCR
measures the rate at which the signal changes from positive to negative.

Figure 5: Chroma features for different emotions: Happy, Sad, Angry, Fear, and Neutral. Chroma features capture
the energy distribution across 12 different pitch classes, providing insights into the harmonic content of the audio
signals.

Figure 6: MFCCs for various emotions: Happy, Sad, Angry, Fear, and Neutral. MFCCs represent the short-term
power spectrum of sound, widely used in speech and audio processing to capture the characteristics of human
speech and music.

4.4 Root Mean Square (RMS)

The Root Mean Square (RMS) value quantifies the
magnitude of a varying quantity in audio signals.
In the context of speech, it measures loudness and
energy. Higher RMS values are often associated
with more intense emotions, while lower values
may indicate calmer emotions. Thus, RMS is a
crucial feature for differentiating emotional states
based on speech amplitude. Sample RMS plots for
each of the five emotions are shown in Figure 7.

4.5 Mel-Spectrogram

The Mel-Spectrogram combines the advantages of
the Mel scale with spectrogram analysis, offering
a visual representation of the frequency content

of audio signals over time. This technique em-
phasizes perceptually relevant features, aligning
with human auditory perception. By capturing the
dynamic changes in sound, the Mel spectrogram
enables effective modeling of emotional expression
in speech, especially useful in deep learning appli-
cations (Venkataramanan and Rajamohan, 2019).
Sample Mel-spectrogram plots for each of the five
emotions are shown in Figure 8.

5 Experimental Design

5.1 Model Training and Evaluation
In this study, we evaluated various models for
speech emotion classification. The dataset was di-
vided into training (80%) and testing (20%) subsets.
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Figure 7: Root Mean Square (RMS) values for different emotions: Happy, Sad, Angry, Fear, and Neutral. The RMS
value is a measure of the average power of the audio signal, indicating the loudness of the sound.

Figure 8: Mel Spectrograms for various emotions: Happy, Sad, Angry, Fear, and Neutral. The Mel spectrogram
provides a time-frequency representation of the audio signal, where the frequency scale is non-linear and mimics
human hearing.

Emotion P R F1
angry 0.74 0.72 0.73
fear 0.88 0.85 0.86
happy 0.65 0.68 0.67
neutral 0.78 0.67 0.72
sad 0.60 0.69 0.64
macro avg 0.73 0.72 0.73

Table 1: Results of XGBoost without Data Augmenta-
tion.

Emotion P R F1
angry 0.92 0.90 0.91
fear 0.93 0.94 0.93
happy 0.87 0.90 0.88
neutral 0.92 0.92 0.92
sad 0.91 0.90 0.90
macro avg 0.91 0.91 0.91

Table 2: Results of XGBoost with Data Augmentation.

The models were assessed using several evaluation
metrics, including Macro average precision, recall,
and F1-score. These metrics provide a comprehen-
sive understanding of each model’s performance
on individual emotion classes as well as an overall
classification assessment.

We selected several traditional models, including
Logistic Regression, Decision Tree, Random For-
est, Support Vector Machine (SVM), and XGBoost.
Additionally, we implemented a 1D CNN archi-
tecture, which captures important features from
audio signals through the use of convolutional lay-
ers, making it well-suited for emotion classification
tasks. To further enhance the model’s capabilities,
we employed a 1D CNN with an attention mech-
anism, which allows the model to focus on sig-
nificant features within the audio input, thereby
improving the identification of emotional cues.

5.2 Data Augmentation Techniques
To enhance the model’s performance and increase
the robustness of the speech emotion classification
system, several data augmentation techniques were
applied to the audio dataset. These techniques are
designed to artificially expand the training data
by introducing variations that simulate real-world
conditions (Ahmed et al., 2023).

One of the methods employed was noise injec-
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Model
Non-Aug Aug

P R F1 P R F1

Logistic Regression 0.48 0.48 0.47 0.40 0.41 0.40

Decision Tree 0.39 0.37 0.38 0.60 0.60 0.60

Random Forest 0.70 0.71 0.70 0.90 0.90 0.90

Support Vector Machine 0.32 0.22 0.11 0.46 0.27 0.23

XGBoost 0.73 0.72 0.73 0.91 0.91 0.91
K-Nearest Neighbors 0.59 0.59 0.59 0.58 0.58 0.58

1D CNN 0.52 0.53 0.49 0.60 0.59 0.59

1D CNN (with Attention) 0.60 0.59 0.59 0.88 0.87 0.87

Table 3: Macro Average Precision, Recall and F1-Score on the test set for all the Models with and without
augmentation.

tion, which adds random noise to the audio sig-
nals, helping the model differentiate emotional
content in noisy environments. Time stretching
altered the speed of the audio without changing
its pitch, simulating variations in speech delivery.
Random shifting involved slightly shifting the au-
dio in time, reducing sensitivity to minor timing
variations while pitch-shifting modified the pitch
to expose the model to a broader range of vocal
expressions.

Together, these methods increased the diversity
and variability of the training dataset, enhancing
the model’s ability to recognize and classify emo-
tions. These techniques significantly improved the
model’s performance, making it more resilient to
variations in speech delivery, timing, and audio
quality.

6 Results and Discussion

6.1 Model Performance Comparison

Table 3 summarizes the performance of various
models on both the original (Non-Aug) and aug-
mented (Aug) data. For Non-Augmented data, XG-
Boost achieves the highest F1-score of 0.73, fol-
lowed closely by Random Forest with an F1-score
of 0.70. On the augmented data, both XGBoost
and Random Forest reach the high F1-score of 0.91
and 0.90 respectively, demonstrating their effective-
ness after data augmentation. Among deep learn-
ing models, the 1D CNN with Attention performs
notably well, achieving an F1-score of 0.87 on aug-
mented data, suggesting that attention mechanisms
enhance model accuracy. However, the Support
Vector Machine (SVM) model performs the low-

Figure 9: Confusion Matrix for XGBoost without Data
Augmentation.

est on both Non-Augmented and Augmented data,
with an F1-score of 0.11 and 0.23, respectively,
indicating challenges in handling this task. The de-
tailed results of XGBoost are presented in Table 1
for non-augmented data and Table 2 for augmented
data.

6.2 Error Analysis and Model Limitations

The confusion matrix analysis (Figures 9 and 10)
for XGBoost shows that data augmentation signifi-
cantly enhances model performance. Without aug-
mentation, notable misclassifications are observed,
particularly happy being confused with angry and
vice versa, as well as sad with fear and neutral. Af-
ter augmentation, the model improves, with fewer
misclassifications and an overall increase in pre-
diction accuracy. However, confusion between an-
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Province
Non-Aug Aug

P R F1 P R F1

Nothern 0.55 0.55 0.54 0.98 0.98 0.98

Eastern 0.59 0.62 0.60 0.88 0.87 0.88

Western 0.65 0.66 0.65 0.93 0.89 0.90

Central 0.67 0.50 0.54 0.93 0.94 0.93

Table 4: Macro Average Precision, Recall and F1-Score on the test set for different dialects with and without
augmentation using XGBoost.

Figure 10: Confusion Matrix for XGBoost with Data
Augmentation.

gry and happy persists, suggesting challenges in
distinguishing emotions with overlapping acoustic
features. This indicates that while augmentation
is beneficial, further advancements in model archi-
tecture, feature extraction techniques, and possibly
the inclusion of additional contextual or prosodic
cues are needed to better distinguish emotions with
similar acoustic characteristics.

7 Conclusion

This paper introduces the EmoTa dataset, specifi-
cally designed for Tamil speech emotion recogni-
tion, comprising 936 audio samples recorded from
22 native Tamil speakers. Each speaker conveys
five distinct emotionsanger, happiness, sadness,
fear, and neutralusing 19 semantically neutral sen-
tences to eliminate semantic bias and focus purely
on emotional delivery. The dataset provides a ro-
bust foundation for evaluating emotion recognition
models, with results comprehensively reported in
terms of precision, recall, and F1-Score to highlight
various aspects of model performance. Further-

more, the dataset’s reliability is assessed through
inter-annotator agreement, quantified using Fleiss’
kappa, ensuring consistency in emotional labeling.
This resource aims to advance research in Tamil
speech emotion recognition, addressing the scarcity
of datasets in this domain.

8 Limitations of the work

The EmoTa dataset, created from emotional speech
samples by actors aged 23 to 25, could benefit from
an expanded age range to increase its generalizabil-
ity across diverse age groups. This would make
the dataset more suitable for broader applications
in Tamil speech emotion recognition. Currently,
EmoTa includes 48 minutes of recorded speech,
which serves as a foundation for preliminary re-
search. However, a larger volume of samples would
enhance its robustness, supporting more in-depth
analysis. The dataset presently covers five emo-
tions: happy, sad, angry, neutral, and fear. Adding
more emotions would improve the datasets utility
and enable greater accuracy in recognizing emo-
tional nuances in Tamil speech.
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