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Abstract

Natural Language Understanding (NLU) is cru-
cial for conversational AI, yet low-resource lan-
guages lag behind in essential tasks like intent
detection and slot filling. To address this gap,
we translated the widely-used English SNIPS
dataset to Bangla using LLaMA 3, creating a
dataset that captures the linguistic complexities
of the language. With this translated dataset,
we compared both independent and joint model-
ing approaches using transformer architecture.
Results demonstrate that a joint approach based
on multilingual BERT (mBERT) achieves su-
perior performance, with 97.83% intent accu-
racy and 91.03% F1 score for slot filling. This
work advances NLU for Bangla and provides
insights for developing robust models in other
low-resource languages. 1

1 Introduction

Natural Language Understanding (NLU) is an im-
portant part of artificial intelligence (AI), power-
ing applications from home assistants to conversa-
tional agents, text analysis, and language transla-
tion (Vanzo et al., 2019; Liu et al., 2021; Carvalho
et al., 2019; Bender and Koller, 2020; Stahlberg,
2020; Bast et al., 2016). Although we see a signifi-
cant advance in languages with abundant resources,
low- to medium-resource languages face substan-
tial challenges in NLU development. The Bangla
language is spoken by almost 280 million people
and still remains notably underrepresented in this
domain (Ethnologue, 2024). The rich morphology,
complex sentence structure, and compound charac-
ters of Bangla make it challenging for NLU tasks.

Intent detection and slot filling represent core
NLU tasks that are important for building effec-
tive language understanding systems. Intent detec-
tion identifies the user’s purpose while slot filling
extracts specific details such as time, location, or

1The dataset and the code can be found here: https://
github.com/AHMRezaul/Joint_IDSF_Bangla.

quantity. If a user says, "What’s the weather in New
York tomorrow afternoon?" intent detection identi-
fies the goal as "GetWeather," and slot filling pulls
out details like location ("New York") and time
("tomorrow afternoon"). According to the findings
of Grishman and Sundheim, these tasks share simi-
larities with Named Entity Recognition (NER) in
extracting structured information from text but they
go beyond entity identification by requiring the
system to understand the user’s goal and dynami-
cally extract task-specific details. These tasks have
been extensively studied for English (Weld et al.,
2022; Niu et al., 2019; Qin et al., 2021; Liu and
Lane, 2016; Goo et al., 2018), and some progress
has been made for several low-resource languages,
including Bangla (Dao et al., 2021; Akbari et al.,
2023; Stoica et al., 2021; Sakib et al., 2023). Al-
though there are a few prominent studies on Bangla
NLU (Bhattacharjee et al., 2021; Hossain et al.,
2020; Alam et al., 2021) research remains limited,
mainly due to the lack of large annotated datasets.
Tackling this data deficiency is essential for ex-
panding the representation of Bangla in AI and
improving NLU systems for diverse languages.

Our work focuses on two primary objectives:
1. We develop a high-quality Bangla NLU

dataset using English-to-Bangla translation models
and Large Language Models (LLM). This work
demonstrates how automated methods can effec-
tively generate resources for underrepresented lan-
guages.

2. We evaluate separate and joint modeling for
Bangla intent detection and slot filling tasks. Our
evaluation compares these approaches with estab-
lished methods from English NLU research.

Through these objectives, our aim is to estab-
lish a foundation for NLU systems in Bangla while
providing insight that can benefit other underrepre-
sented languages.

https://github.com/AHMRezaul/Joint_IDSF_Bangla
https://github.com/AHMRezaul/Joint_IDSF_Bangla
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2 Related Work

Conversational AI has advanced intent detection
and slot filling. Early models like Hidden Markov
Models and Conditional Random Fields (Bhargava
et al., 2013; Shen et al., 2011), treated these tasks
separately, limiting generalization capabilities. The
introduction of Recurrent Neural Networks, mainly
Long Short-Term Memory networks, improved per-
formance by modeling language sequences (Mesnil
et al., 2013; Sreelakshmi et al., 2018).

After recognizing the dependency between in-
tent detection and slot filling tasks, joint modeling
was adopted (Zhang et al., 2018; Weld et al., 2022;
Qin et al., 2021). The slot-gated model (Goo et al.,
2018) advanced this approach by using intent pre-
dictions to guide slot filling. JointBERT (Chen
et al., 2019) further improved performance through
transformer-based joint optimization. While ef-
fective in resource-rich languages, applying them
to low- and medium-resource languages such as
Bangla has been challenging due to limited datasets
(Sakib et al., 2023). Efforts to address this gap in-
cluded translating English datasets into languages
such as Vietnamese, Persian, and Romanian (Dao
et al., 2021; Akbari et al., 2023; Stoica et al., 2021)
and applying the established NLU methodologies.

Recent advances in machine translation (MT)
models such as Multilingual T5 (Xue et al., 2020),
XLM-ProphetNet (Qi et al., 2021), and BanglaT5
(Bhattacharjee et al., 2023; De bruyn et al., 2022)
offer promising solutions for translating benchmark
datasets to low- to medium-resource languages.
Additionally, LLMs including Mistral (Jiang et al.,
2023), LLaMA 2 (Touvron et al., 2023), LLaMA
3 (Meta, 2024), GPT-3.5 (Brown et al., 2020), and
GPT-4 (Achiam et al., 2023) show potential for
generating datasets in resource-scarce languages
(Xu et al., 2023; Mahfuz et al., 2024).

Our work translates a benchmark English dataset
to Bangla using traditional MT techniques and
LLMs, showing that LLMs excel in capturing con-
text and generating quality data. We use this trans-
lated dataset to develop and evaluate a Bangla
model for intent detection and slot filling, outper-
forming previous efforts.

3 Methodology

This section provides a comprehensive overview
of the dataset generation process and the models
implemented in this project.

Figure 1: A few-shot prompting approach with the input
query and the expected output for the LLaMA 3 model.

3.1 Dataset

3.1.1 SNIPS Dataset
We used the English SNIPS dataset (Coucke et al.,
2018) to generate the Bangla dataset. SNIPS is a
popular dataset for training and testing NLU mod-
els, especially for tasks like intent detection and
slot filling. It consists of 13,084 training, 700 test-
ing, and 700 validation samples, covering 7 intent
classes and 72 slot values. Each intent and slot
is carefully labeled to cover a large spectrum of
user interactions, making it a useful resource for
developing language models.

3.1.2 Dataset generation
The dataset generation process was completed in
two steps: (1) machine translation for the Training
and Validation sets, and (2) manual translation
for the Test set. This combined approach ensured
resource efficiency while maintaining high
accuracy for evaluating real-world performance.

A. Training and Validation sets:
For Training and Validation sets, various methods
were explored to generate the Bangla dataset from
the English SNIPS dataset.

BanglaT5 model: Initially, the BanglaT5
model (Bhattacharjee et al., 2023) was chosen
for machine translation due to its high BLEU
score compared to other English-to-Bangla models.
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However, it struggled with entity names (e.g.,
Artist, Location, Movie, Song), translating them
instead of transliterating, which altered the sen-
tence meaning and made the results unusable. To
address this, we applied the BNTRANSLIT model
(Sarkar, 2021), designed for English-to-Bangla
transliteration. We transliterated entity names be-
fore translating the sentences. Unfortunately, this
approach also produced suboptimal results, as the
overall translation quality remained insufficient.
LLaMA-3: Finally, the LLaMA-3-70B-Instruct
model (Meta, 2024) was employed using a
carefully crafted prompt that transliterated entity
names while translating the rest of the sentence.
We adopted a few-shot approach, providing
five examples from the original English dataset
along with their manually translated counterparts.
Figure 1 shows the prompt, specifying that entity
names should be transliterated, and the rest
of the sentence translated into Bangla. After
refining the prompt, the model delivered highly
accurate translations, nearing manual translation
quality. However, minor issues persisted, such
as untranslated English words and extraneous
information adding noise to the dataset. These
issues were resolved during post-processing
through automated rule-based methods, identifying
and removing irrelevant content and correcting
mismatches between slot values and translated
text. The results were then manually verified to
ensure the accuracy and consistency of the final
dataset. The final dataset was annotated using the
Beginning-Inside-Outside (BIO) notation.

B. Test set:
The test set was manually translated and annotated
to ensure accuracy when evaluating real-world
performance. Four doctoral students fluent in
English and Bangla participated in this process.
Initially, two annotators translated the English
SNIPS test set into Bangla and annotated slot
values using the BIO format. To ensure consis-
tency, two annotators independently annotated
10% of the samples and discussed their results
to agree on a unified annotation method. They
then applied this agreed-upon method to annotate
the remaining 90% of the dataset, achieving a
0.83 Cohen’s Kappa score A.2 for the entire
dataset. Following this, two additional independent
reviewers conducted sequential reviews of the
entire dataset, further enhancing its quality by
identifying and removing any remaining errors or

biases.

Dataset Stat. Train Valid. Test

SNIPS
(English)

Intents 13084 700 700

Slots 60412 3221 3276

Generated
(Bangla)

Intents 12850 685 694

Slots 54747 2865 3105

Table 1: Comparison of data distribution between gen-
erated Bangla dataset and the original English SNIPS
dataset.

Figure 2: A normalized distribution of Intent classes in
the generated Bangla train, validation, and test sets.

3.1.3 Dataset Analysis
The generated Bangla dataset contains 7 intent
classes but 80 (vs. 72 in English) unique slot labels.
The increase in the number of slot labels is due to
single-word slot values in English often translating
into multi-word slot values in Bangla. As a result,
many slots that previously required only a begin-
ning (B) tag in the English dataset now require
both beginning (B) and inside (I) tags in the Bangla
dataset. Table 1 compares the number of intent
and slot instances between the original English and
generated Bangla datasets.

The Bangla Train and Validation sets have
slightly fewer instances of intents and slots than
the English version as seen in Table 1, primarily
due to post-processing after the LLaMA 3 transla-
tion. Instances with errors that could not be easily
fixed were excluded to maintain the integrity of
the machine-translated corpus, as the focus was
on assessing LLM performance without manual
intervention.

The slight reduction in the number of slot values
can be attributed to two main factors:

Alignment Issues: Some slot values failed
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to align with the translated text, even after post-
processing, resulting in unannotated slots.

Linguistic Differences: In Bangla, certain
multi-word slot values in English are condensed
into single or fewer words, causing a reduction in
the number of slot values compared to the English
dataset.

Figure 2 shows a balanced distribution of in-
tent classes (normalized for better visualization)
across the training, validation, and test sets, reduc-
ing bias. However, there is an uneven distribution
of slot labels demonstrated in figure 3, with rare
slots potentially challenging the model’s prediction
accuracy as discussed in the appendix A.3.

Overall, the dataset effectively supports training
and evaluation for diverse intents and slot labels.

3.2 Models
We evaluated three transformer-based models on
our Bangla dataset: BERT Base (baseline), Multi-
lingual BERT (mBERT), and Bangla BERT (De-
vlin, 2018; Bhattacharjee et al., 2021). Bangla
BERT handles Bangla-specific processing, while
mBERT offers multilingual adaptability. Both sep-
arate and joint training approaches were tested, fol-
lowing the benchmarking methodology of the En-
glish SNIPS dataset. Detailed specifications are in
Appendix A.1.

4 Experiments and Analysis

The Bangla dataset was used to fine-tune the mod-
els with optimized hyperparameters: batch size of
32 for training and 64 for evaluation, maximum
sequence length of 160, learning rate of 5e-5, and
dropout rate of 0.1 gave the best performance.

4.1 Training details
We divided the experiments into two parts for each
of the BERT variants (BERT Base, mBERT and
Bangla BERT): (1) separate fine-tuning for intent
detection and slot filling, and (2) joint fine-tuning
using different BERT variants as the backbone. For
the joint setup, we adopted the JointBERT con-
figuration (Chen et al., 2019) with the mentioned
hyperparameters and applied similar settings to
the separate models. Models were trained across
varying epochs [1, 5, 10, 20, 30, 40], and the best
performances from these runs were recorded.

4.2 Result and Discussion
Table 2 presents intent detection accuracy and slot
filling F1 score at token level. It also illustrates

Model Intent
Accuracy Slot F1 Sentence

Accuracy

Separate
Training

BERT Base 95.53 86.13 -
mBERT 96.97 90.64 -
Bangla BERT 95.96 89.96 -

JointBERT
BERT Base 96.97 84.83 69.30
mBERT 97.83 91.03 79.39
Bangla BERT 97.69 89.42 76.65

Table 2: Results for intent detection and slot filling
tasks (%). Best scores for separate and joint models are
bolded, with the overall best score underlined.

the accuracy on a sentence level for the joint ap-
proach; this metric measures the percentage of
instances where both intent class and slot labels
were correctly predicted. The results clearly in-
dicate that a joint approach outperforms the sepa-
rate approaches. Notably, the multilingual BERT
(mBERT) model surpasses Bangla BERT, a model
specifically pre-trained in Bangla, in both joint and
separate task settings.

This outcome suggests that mBERT’s pre-
training on a diverse multilingual corpus enables
it to generalize effectively across languages, pro-
viding an advantage when dealing with the com-
plexities of the Bangla language. Although Bangla
BERT has shown superior performance in down-
stream tasks like sentiment analysis and hate
speech detection (Sarker, 2021), mBERT outper-
forms it in the slot filling task, which is closely
associated with Named Entity Recognition (NER)
(Grishman and Sundheim, 1996). This is consis-
tent with previous research, where mBERT outper-
formed Bangla BERT in the Bengali NER task us-
ing the ‘Bengali NER’ dataset (Rahimi et al., 2019).
The broad linguistic knowledge in pre-training of
mBERT appears to offer an advantage in tasks that
rely on accurate entity recognition.

Additionally, we observe the highest sentence-
level accuracy with mBERT. This measures how
often both the intent class and all slot labels are pre-
dicted accurately. This metric provides a holistic
view of the model’s performance.

Appendix A.4 presents a detailed error analysis
of the best-performing joint model, highlighting
common errors and identifying areas for potential
improvement.

5 Conclusion

This study offers a comprehensive evaluation of
joint intent detection and slot filling for Bangla, a
resource-scarce language. To overcome the lack of
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available data, we generated a Bangla dataset from
the benchmark English SNIPS dataset using the
LLaMA 3 model and applied well-established NLU
methodologies. Using a manually curated test set,
we confirmed that joint modeling outperformed sep-
arate approaches, with the mBERT variant achiev-
ing better results than the language-specific Bangla
BERT.

Our research also highlights the potential of
LLMs in generating training data for low- to
medium-resource languages. By leveraging ex-
isting benchmark datasets, LLMs can produce
datasets that are effective for real-world applica-
tions. This approach provides a scalable solution
for training high-performing models.

6 Limitations

We manually translated and annotated the SNIPS
test set. However, we encountered resource con-
straints that limited our ability to manually curate
the entire dataset. So, we relied on LLaMA 3 to
generate training and validation data, utilizing its
machine translation and entity recognition capabil-
ities. While we recognize that a manually curated
dataset would likely result in better fine-tuning and
improved model performance, the resource limita-
tions made machine translation a more practical
and feasible option for this study. This experi-
ence also suggests that LLM-generated datasets
can effectively support model fine-tuning for spe-
cific tasks.
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A Appendix

A.1 Implemented Models
A.1.1 BERT and its Variants
BERT (Bidirectional Encoder Representations
from Transformers) (Devlin, 2018) revolutionized
NLP by using deep bidirectional representations
and self-attention mechanisms (Vaswani, 2017).
We utilized three key BERT variants: BERT Base,
which is trained on lower-cased English text, ideal
for tasks where case sensitivity is less critical; Mul-
tilingual BERT (mBERT), trained on over 100 lan-
guages, making it suitable for cross-lingual tasks;
and Bangla BERT (Bhattacharjee et al., 2021),
specifically trained on Bangla text, making it more
effective at handling the unique linguistic and cul-
tural aspects of Bangla. 2.

These models were chosen to evaluate perfor-
mance on Bangla language tasks. BERT Base
was used to assess how the base English model,
which established the original benchmark on the
English SNIPS dataset, performs on Bangla data
and to measure improvements with other variants.
mBERT provided insights into cross-lingual trans-
fer learning, while Bangla BERT leveraged its
Bangla-specific training to address linguistic nu-
ances.

A.1.2 JointBERT Modeling
The JointBERT model (Chen et al., 2019) com-
bines intent detection and slot filling into a single

2Huggingface BERT Base, mBERT, Bangla BERT

Figure 3: A normalized distribution of different slot
labels across the train, valid. and test sets demonstrate
an imbalance of different slot labels.

architecture using a BERT backbone. It classifies
intent based on the [CLS] token and assigns slot la-
bels to each token in the input sequence. By jointly
modeling both tasks, JointBERT enhances contex-
tual understanding and improves accuracy in both
intent detection and slot filling, making it highly
suitable for conversational AI tasks in the Bangla
language.

A.2 Inter-annotator Agreement
In this research, Cohen’s Kappa (Cohen, 1960) was
used as a key metric to assess inter-annotator agree-
ment, ensuring the quality and reliability of the
manually translated and annotated test set. Cohen’s
Kappa assesses the level of agreement among anno-
tators, considering the likelihood of agreements oc-
curring by chance. A score of 1 signifies complete
agreement, whereas 0 indicates no more agreement
than what might be anticipated by chance. In this
instance, 0.83 Cohen’s Kappa score indicates a
high level of agreement between the annotators,

https://doi.org/10.48550/ARXIV.2010.11934
https://doi.org/10.48550/ARXIV.2010.11934
https://huggingface.co/google-bert/bert-base-uncased
https://huggingface.co/google-bert/bert-base-multilingual-uncased
https://huggingface.co/csebuetnlp/banglabert
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Figure 4: Instances of predicted intent class and the slot labels by the JointBERT(mBERT) model compared with
the true predictions. 1) Both intent and slot value predictions are wrong, 2) Only a single slot value is incorrectly
predicted, 3) Everything is predicted correctly.

Figure 5: Confusion matrix highlighting shared
vocabulary-induced misclassifications of Intent classes
by JointBERT model with mBERT.

reflecting the consistency and reliability of the an-
notations.

Inter-annotator agreement is crucial for verifying
the accuracy of translations and annotations in a
dataset, especially when it involves subjective tasks
like labeling slot values and intents. By applying
this metric, we can ensure that different annotators
interpret the data consistently, directly affecting the
dataset’s quality and the performance of models
trained on it.

A.3 Distribution of Slot Labels

Figure 3 shows the normalized distribution of slot
labels across the generated train, validation, and

Error Type No. of errors
Missing slot value in prediction
(entirely or partly)

34

Predicted slot value matches an ’O’ label 11
Predicted slot has correct label
but incorrect boundary

23

Predicted slot has the correct
boundary but incorrect label

70

Total errors 138

Table 3: The number of different error types noticed for
the JointBERT model with mBERT on the Test set.

test sets. It is clear that the frequency of differ-
ent slot labels varies significantly, which can in-
troduce bias during fine-tuning. More frequent
slot labels are likely to be predicted more of-
ten than less frequent ones. This bias is evi-
dent in a predicted instance shown in Figure 4,
where the slot label ‘movie_name’ is incorrectly
labeled as ‘object_name’. The distribution indi-
cates that ‘object_name’ appears more frequently
than ‘movie_name’ across all datasets, which likely
causes the model to favor the more frequent la-
bel. However, achieving a balanced dataset with
an equal distribution of slot labels is difficult in the
real world.

Although the model correctly identifies slot
boundaries, it struggles to distinguish between la-
bels, possibly because of the lack of semantic infor-
mation about the entity, such as whether the entity
is a movie name. Providing the model with this
additional context could improve label accuracy.
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A.4 Error Analysis
The confusion matrix for the JointBERT model
using the mBERT variant in figure 5 shows a re-
curring pattern of confusion between the ‘Search-
ScreeningEvent’ and ‘SearchCreativeWork’ intents.
This likely occurs because of the overlap in vo-
cabulary across these intents, where terms related
to screening events and creative works appear in
similar contexts, leading to misclassification. An
example instance of figure 4 also highlights this
misclassification of intent classes.

Table 3 highlights the types of slot prediction
errors. Out of 138 instances of incorrect slot pre-
dictions, about half involve the model correctly
identifying the slot boundary, but mislabeling the
slot values itself. These errors often occur in cate-
gories like ‘city’, ‘country’ and ‘state’, or between

‘movie_name’ and ‘object_name’, and ‘track’ and
‘playlist’. This can be because of the model’s re-
liance on recognizing patterns from its training
phase without understanding the semantic meaning
of an entity name. Additionally, the imbalance in
slot label frequencies skews predictions towards
more common slot labels, such as predicting ‘ob-
ject_name’ instead of ‘movie_name’.

Another instance of figure 4 shows that even
though ‘timeRange is a common slot label, the
model still predicted it to be ‘restaurant_name.
This can be because the slot ‘restaurant_name’ ap-
pears more frequently with the other predicted slots
from this instance than the ‘timeRange’ slot.

The second most common type of error involves
the model missing certain slot values, especially
those that have been transliterated. This can cause
confusion regarding their semantic meaning. Addi-
tionally, the model sometimes predicts the correct
slot label but struggles with boundary detection,
particularly for multi-word slot values where part
of the entity name is mistaken as a portion of the
sentence. Lastly, some common words are incor-
rectly tagged as slot values due to their high fre-
quency as a slot value in the training data, leading
the model to incorrectly assign a label.
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