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Abstract

This paper presents a novel approach to hate
speech detection and target identification across
Devanagari-script languages, with a focus on
Hindi and Nepali. Leveraging an Attention
BiLSTM-XLM-RoBERTa architecture, our
model effectively captures language-specific
features and sequential dependencies crucial
for multilingual natural language understand-
ing (NLU). In Task B (Hate Speech Detec-
tion), our model achieved a Macro F1 score
of 0.7481, demonstrating its robustness in iden-
tifying hateful content across linguistic vari-
ations. For Task C (Target Identification), it
reached a Macro F1 score of 0.6715, highlight-
ing its ability to classify targets into "individ-
ual," "organization," and "community" with
high accuracy. Our work addresses the gap in
Devanagari-scripted multilingual hate speech
analysis and sets a benchmark for future re-
search in low-resource language contexts.

1 Introduction

The rapid growth of online platforms has height-
ened concerns around the detection and mitiga-
tion of hate speech. In the context of South Asia,
where languages such as Nepali and Hindi predomi-
nantly use the Devanagari script, there is a pressing
need for specialized natural language understand-
ing (NLU) approaches that can handle the complex,
multilingual nature of online discourse. Address-
ing these concerns, the "Shared Task on Natural
Language Understanding of Devanagari Script Lan-
guages" at CHIPSAL@COLING 2025 presents a
series of challenges focused on hate speech pro-
cessing, specifically hate speech detection and tar-
get identification(Thapa et al., 2025; Sarveswaran
et al., 2025).

Subtask B, Hate Speech Detection in Devana-
gari Script Languages, tackles the task of binary
classification, aiming to identify whether a given
sentence contains hate speech. The multilingual

dataset, containing texts in Nepali and Hindi, un-
derscores the need for models that can handle the
nuances of each language while using a common
script. This task emphasizes language-specific con-
siderations essential for accurate detection, as hate
speech often exhibits linguistic subtleties, cultural
references, and slang unique to each language.

Expanding upon the hate speech detection task,
Subtask C, Target Identification for Hate Speech in
Devanagari Script Languages, introduces the chal-
lenge of identifying specific targets of hate speech.
Given a hateful sentence, the task requires partic-
ipants to classify the target as an individual, or-
ganization, or community. Target identification is
crucial to understanding the nature and intended fo-
cus of hate speech, providing valuable insights that
facilitate more effective responses and moderation
strategies.

Our hybrid model integrates an attention-driven
BiLSTM with XLM-RoBERTa embeddings to
tackle hate speech detection and target identifica-
tion. The attention mechanism enhances the BiL-
STM’s ability to focus on critical contextual cues,
while XLM-RoBERTa provides robust multilingual
embeddings. Together, these components enable
our architecture to achieve exceptional precision,
contributing to sophisticated multilingual NLU sys-
tems and fostering safer online interactions, partic-
ularly for Devanagari-scripted languages.

2 Related Work

The rise of hate speech on digital platforms has
spurred research efforts in detection, yet studies
for Devanagari-script languages like Hindi, Nepali,
and Marathi remain limited due to script complex-
ity and dialect diversity. Detecting hate speech
in these languages is essential for fostering safer
online environments. To date, research has primar-
ily focused on monolingual hate speech detection
in Hindi, Nepali, and Marathi, with some stud-
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ies exploring multilingual hate speech detection in
Hindi-Marathi and Hindi-English combinations us-
ing traditional machine learning and Transformer-
based deep learning approaches. (Velankar et al.,
2021; Kumari et al., 2024; Sreelakshmi et al., 2020;
Sharma et al., 2022; Niraula et al., 2021; B. et al.,
2019; Shukla et al., 2022; Velankar et al., 2021;
T.Y.S.S and Aravind, 2019; Chavan et al., 2022;
Mathur et al., 2018). However, there is a notable
gap in multilingual hate speech detection specifi-
cally between Nepali and Hindi, where the com-
bined detection remains unaddressed. Additionally,
no study to date has incorporated a multilingual
Devanagari-script dataset that includes target iden-
tification, categorizing targets into "individual,"
"organization," or "community."

3 Dataset and Task

Subtask B involves identifying whether a sentence
contains hate speech in Devanagari-scripted lan-
guages, specifically Nepali(Thapa et al., 2023; Rau-
niyar et al., 2023) and Hindi (Jafri et al., 2024,
2023). The dataset is divided into Non-Hate and
Hate categories, as shown in Table 1, requiring
models to effectively detect hate speech within
these languages.

Class Train Valid Test
Non-Hate (0) 16805 3602 3601
Hate (1) 2214 474 745
Total 19019 4076 4076

Table 1: Distribution of samples in Train, Validation,
and Test datasets for Subtask B

In Subtask C, the objective is to identify the tar-
get of hate speech, categorizing it as "individual,"
"organization," or "community." This task is cru-
cial for understanding the specific direction of hate
speech within the Devanagari script context. Table
2 displays the dataset distribution for each target
category.

Class Train Valid Test
Individual (0) 1074 230 230
Organization (1) 856 183 184
Community (2) 284 61 61
Total 2214 474 475

Table 2: Distribution of samples in Train, Validation,
and Test datasets for Subtask C

Additionally, we curated datasets to fine-tune

the multilingual RoBERTa model (xlm-roberta-
base) for masked language modeling across five
languages, following the methodology of Joshi
(2022). The datasets included Bhojpuri (9.3MB
from GitHub1), Nepali (50MB from Kaggle2), San-
skrit (50MB from Kaggle3), and both Hindi and
Marathi (50MB each from AI4Bharat4).

4 Methodology

This study presents a hybrid Attention BiLSTM-
XLM-RoBERTa model, inspired by Hochre-
iter and Schmidhuber (1997); Conneau et al.
(2019); Manukonda and Kodali (2024a); Kodali
and Manukonda (2024); Manukonda and Kodali
(2024b); Brauwers and Frasincar (2023), for hate
speech detection and target identification in De-
vanagari script. As illustrated in Figure 1, the
model combines deep contextual embeddings from
the fine-tuned masked language model (MLM)
of XLM-RoBERTa with a BiLSTM and attention
mechanism to enhance language-specific feature
extraction.

Figure 1: Architecture of the BiLSTM-XLM-RoBERTa
Classifier Model. Residual components like layer nor-
malization and dropout regularization enhance general-
ization.

The input sequence is first passed to XLM-
RoBERTa base, generating embeddings X ∈
RT×D, where D = 768:

X = XLMRoBERTa(input_ids, attention_mask) (1)

1https://github.com/shashwatup9k/
bho-resources

2https://www.kaggle.com/datasets/lotusacharya/
nepalinewsdataset

3https://www.kaggle.com/datasets/
rushikeshdarge/sanskrit

4https://github.com/AI4Bharat/indicnlp_corpus

https://github.com/shashwatup9k/bho-resources
https://github.com/shashwatup9k/bho-resources
https://www.kaggle.com/datasets/lotusacharya/nepalinewsdataset
https://www.kaggle.com/datasets/lotusacharya/nepalinewsdataset
https://www.kaggle.com/datasets/rushikeshdarge/sanskrit
https://www.kaggle.com/datasets/rushikeshdarge/sanskrit
https://github.com/AI4Bharat/indicnlp_corpus
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These embeddings are fed into a BiLSTM, which
produces bidirectional hidden states Hfwd and
Hbwd, combined as:

Ht = [Hfwd,t;Hbwd,t] (2)

An attention mechanism assigns relevance to
each Ht, generating attention weights αt:

at = tanh(Watt·Ht), αt =
exp(at)∑T
t=1 exp(at)

(3)

The attention-weighted representation Hattended

is:

Hattended =
T∑
t=1

αt · Ht (4)

Layer normalization and dropout are optional
residuals that mitigate overfitting and stabilize
training, especially in complex language scenarios.
They are applied to Hattended to enhance stability,
particularly for smaller datasets:

Hdropout = Dropout(LayerNorm(Hattended))
(5)

Finally, Hdropout is passed through a classifica-
tion layer to produce logits:

logits = Wcls · Hdropout + bcls (6)

The model is trained using cross-entropy loss L:

L = −
N∑
i=1

yi log(ŷi) (7)

This architecture leverages XLM-RoBERTa em-
beddings, BiLSTM processing, and attention for
accurate language differentiation in Devanagari-
scripted contexts.

5 Experiment Setup

Our experimental setup involved data preprocess-
ing, model fine-tuning, and architecture optimiza-
tion to evaluate hate speech detection (Task B) and
target identification (Task C) across Devanagari-
scripted languages. Performance was assessed us-
ing accuracy and Macro F1 scores on the validation
dataset.

Data preprocessing included tokenization and
normalization to ensure compatibility with XLM-
RoBERTa, with all text standardized to the Devana-
gari script. Fine-tuning on masked language mod-
eling (MLM) used a 15% masking ratio, achieving

a perplexity score of 5.33 over 7 epochs, indicat-
ing effective contextual adaptation to Devanagari-
scripted languages.

After testing various classifiers, we selected an
Attention BiLSTM-XLM-RoBERTa architecture
(Figure 1) due to its superior performance. This
model integrates XLM-RoBERTa base embeddings
with a BiLSTM layer (hidden size of 256, 2 LSTM
layers, and dropout rate of 0.3) to capture sequen-
tial dependencies, with an attention mechanism to
emphasize language-specific and contextually rele-
vant features. For Task B (hate speech detection),
we used a learning rate of 1× 10−5, while for Task
C (target identification), a higher learning rate of
2 × 10−5 was applied. Optional residual layers
(layer normalization and dropout) were added to
improve stability and mitigate overfitting.

This setup provides a robust framework for eval-
uating the effects of model fine-tuning, architecture,
and data preparation on multilingual hate speech
detection and target identification within the De-
vanagari script.

6 Results and Discussion

During data processing, URLs and user IDs were
removed, while tweet tags were retained, as remov-
ing the tags slightly reduced F1 scores. Table 3
shows the performance of various classifiers us-
ing fine-tuned XLM-RoBERTa base embeddings
on Task B and Task C. The Attention BiLSTM-
XLM-RoBERTa model consistently outperformed
other classifiers, achieving the highest F1-Scores
of 0.7481 for Task B and 0.6715 for Task C. This
result underscores the effectiveness of combining
BiLSTM with XLM-RoBERTa base to capture se-
quential and contextual information essential for
Devanagari-scripted language tasks. The BiLSTM
with XLM-RoBERTa base embedding(BiLSTM-
XLM-RoBERTa) model alone showed the F1-
Scores of 0.7065 (Task B) and 0.6356 (Task C),
outperforming XLM-RoBERTa base model scores
of 0.6912 (Task B) and 0.6147 (Task C), demon-
strating the benefits of sequential processing.

Among traditional classifiers, Logistic Regres-
sion and XGBoost delivered moderate results, with
F1-Scores of 0.6528 and 0.6034 on Task B. Ensem-
ble methods did not outperform transformer-based
models, and SVC and Extra Trees showed the low-
est F1-Scores, indicating limited effectiveness in
handling this language data.

Our team, byteSizedLLM, secured 7th place
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Classifier Task B F1-Score Task C F1-Score
XLM-RoBERTa base (Transformers) 0.6912 0.6147
XGBoost (xgb) 0.6034 0.4856
Random Forest (rf) 0.5038 0.4310
Logistic Regression (lr) 0.6528 0.5059
Gradient Boosting (gb) 0.5455 0.4760
Support Vector Classifier (svc) 0.4691 0.4171
AdaBoost (ada) 0.5684 0.4056
Extra Trees (extra_trees) 0.4896 0.4089
Ridge Classifier (ridge) 0.5626 0.4714
Stochastic Gradient Descent (sgd) 0.5813 0.4509
Ensemble (xgb, lr, rf, svc, sgd) 0.5572 0.4641
BiLSTM-XLM-RoBERTa 0.7065 0.6356
Attention BiLSTM-XLM-RoBERTa 0.7481 0.6715

Table 3: Comparison of Classifiers on Task B and Task C Test Sets

in both Task B and Task C based on F1 Macro
scores, closely matching the top-ranked scores and
underscoring our model’s competitiveness. This
strong performance highlights our approach’s effec-
tiveness, though limited open-source datasets for
fine-tuning XLM-RoBERTa base on Devanagari-
scripted languages like Nepali and Marathi con-
strained our ability to capture nuanced linguistic
patterns and regional variations fully.

Fine-tuning XLM-RoBERTa’s masked language
model (MLM) on task-specific data significantly
boosted performance, illustrating the value of
tailored fine-tuning for Devanagari-scripted lan-
guages. The Attention BiLSTM-XLM-RoBERTa
model successfully captured complex linguistic fea-
tures by integrating attention mechanisms with BiL-
STM and XLM-RoBERTa embeddings. While data
limitations posed challenges, fine-tuning proved es-
sential for adapting the model to low-resource con-
texts. Future research could explore larger models
and expanded datasets to further improve adaptabil-
ity and robustness across diverse linguistic features.

7 Conclusion

This study introduced a hybrid Attention BiLSTM-
XLM-RoBERTa model for language identification
in Devanagari-scripted languages, effectively in-
tegrating XLM-RoBERTa base embeddings with
BiLSTM and attention mechanisms to capture both
contextual and sequential features. The model’s
competitive F1 scores in both Task B and Task
C validate this approach’s effectiveness for nu-
anced language classification, achieving a strong
7th-place ranking in both tasks despite limited fine-

tuning data.
Our findings underscore the strength of combin-

ing transformer-based embeddings with BiLSTM
and attention for accurate multilingual language
identification, particularly in low-resource contexts.
Future work could explore larger model variants
and expanded datasets to further improve perfor-
mance in these settings, enhancing the model’s
adaptability and effectiveness across diverse lin-
guistic features.

8 Limitations and Ethical Considerations

8.1 Limitations

The Attention BiLSTM-XLM-RoBERTa model
showed promising performance, though it has
limitations in generalizability. Using the XLM-
RoBERTa base may limit its ability to capture
complex linguistic nuances, and computational
constraints restricted exploration of larger XLM-
RoBERTa variants. Additionally, limited data for
fine-tuning the masked language model (MLM)
could impact robustness, particularly for less-
represented Devanagari-scripted languages.

8.2 Ethical Considerations

This study prioritizes inclusivity for low-resource
Devanagari-scripted languages, recognizing the po-
tential impacts on linguistic communities. To ad-
dress concerns of bias and fairness, we conduct
regular evaluations of training data and model out-
puts, promote responsible interpretation and imple-
mentation of model outputs, and carefully consider
community impact. These measures aim to foster
fair and inclusive language technologies.
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