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Abstract

Hate speech detection in multilingual content
is a challenging problem especially when it
comes to understanding the specific targets
of hateful expressions. Identifying the tar-
gets of hate speech whether directed at indi-
viduals, organizations or communities is cru-
cial for effective content moderation and un-
derstanding the context. A shared task on
hate speech detection in Devanagari Script
Languages organized by CHIPSAL@COLING
2025 allowed us to address the challenge of
identifying the target of hate speech in the De-
vanagari Script Language. For this task, we
experimented with various machine learning
(ML) and deep learning (DL) models includ-
ing Logistic Regression, Decision Trees, Ran-
dom Forest, SVM, CNN, LSTM, BiLSTM,
and transformer-based models like MiniLM,
m-BERT, and Indic-BERT. Our experiments
demonstrated that Indic-BERT achieved the
highest F1-score of 0.69, ranked 3rd in the
shared task. This research contributes to ad-
vancing the field of hate speech detection and
natural language processing in low-resource
languages.

1 Introduction

Hate speech promotes hostility and discrimination
toward certain people or groups and creates major
challenges in preserving social harmony. Detecting
and identifying hate speech is especially complex
in multilingual contexts, where harmful messages
may target specific groups. This process is im-
portant to better understand the intent and impact
of harmful language. The "Shared Task on Natu-
ral Language Understanding of Devanagari Script
Languages" at CHIPSAL@COLING 2025 aimed
to address this challenge, particularly through Sub-
task C which focused on identifying hate speech
targets in Devanagari-scripted text. The goal was
to classify the targets of hate speech: "individual,"
"organization," or "community". Their workshop

paper (Sarveswaran et al., 2025) offered us an op-
portunity to engage with these challenges in pro-
cessing South Asian languages and to advance our
work on hate speech detection and target identifi-
cation in this context. The proposed approach can
be used in content moderation systems to help plat-
forms detect and reduce hate speech in different
low-resourced languages. It can assist policymak-
ers by providing a reliable method to track and
analyze online hate speech.

In our participation, we explored different mod-
els to identify hate speech targets and tried to solve
this problem with two significant contributions.

• Investigated the effectiveness of several ML,
DL, and transformer models for identifying
hate speech targets and examining the errors to
obtain important insights about the detection
procedure.

• In particular, leveraged the transformer-based
Indic-BERT model which has proven effective
for the particular use case in Devanagari script
languages.

This study shows how advanced models like trans-
formers can improve hate speech detection, and
target identification supporting better language un-
derstanding.

2 Related Work

The difficulty of identifying hate speech and abu-
sive language has prompted numerous research
using a range of languages and methodologies.
Recent advancements have focused on address-
ing hate speech in low-resource languages. The
CHUNAV dataset offers a valuable resource for an-
alyzing hate speech in Hindi during elections, cap-
turing nuanced socio-political themes (Jafri et al.,
2024). Similarly, the IEHate dataset provides in-
sights into political hate speech in Hindi, highlight-
ing the benefits of human and automated meth-
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ods in this domain (Jafri et al., 2023). For Nepali,
NEHATE facilitates hate speech analysis in local
election discourse, contributing to inclusive online
dialogue (Thapa et al., 2023). NAET introduces
anti-establishment discourse in Nepali, covering
unique aspects like hate speech to enhance po-
litical sentiment analysis (Rauniyar et al., 2023).
Additionally, the Karaka model provides founda-
tional resources for Bhojpuri, aiding NLP develop-
ment in this language (Ojha, 2019). For Marathi,
L3CubeMahaSent offers a structured sentiment
analysis dataset, filling a gap for Indian languages
(Kulkarni et al., 2021). Itihasa, a large-scale San-
skrit translation dataset highlights the complexity
of ancient texts and challenges current translation
models (Aralikatte et al., 2021). Hate speech re-
search has addressed diverse forms of toxic content
including racism, sexism, and religious bias, while
also discussing challenges in real-world applica-
tions (Parihar et al., 2021). A review of hate speech
detection methods revealed inconsistent results and
limited dataset reliability (Alkomah and Ma, 2022).
CNN, LSTM, and BERT models proved effective
for hate speech detection in Hindi and Marathi and
simpler architectures also performed competitively
when augmented with FastText embeddings (Ve-
lankar et al., 2021). The Dravidian shared task
for Malayalam showed m-BERT’s strong perfor-
mance. It highlights the transformer model’s poten-
tial in misinformation detection for low-resource
languages (Osama et al., 2024). An evaluation
dataset, HateCheckHIn, was developed to address
the challenges of multilingual hate speech detec-
tion, focusing on error analysis and diagnostic in-
sights, particularly for Hindi (Das et al., 2022). In
Tamil, a study focusing on caste and migration-
related hate speech found that M-BERT was highly
effective. It highlights the model’s suitability for
handling nuanced social contexts in low-resource
settings (Alam et al., 2024).

3 Task and Dataset Description

With the rise of social media, hate speech has be-
come a significant issue often targeting specific
groups. This shared task (Thapa et al., 2025) fo-
cuses on hate speech detection in languages using
the Devanagari script. It identifies the target of
hate speech in a given sentence, classifying it as ei-
ther "individual," "organization," or "community."
The dataset for this task consists of hate speech
texts in Devanagari script covering languages such

as Nepali, Marathi, Sanskrit, Bhojpuri, and Hindi.
This dataset is organized to support accurate classi-
fication of hate speech targets as outlined below:
Individual: Hate speech aimed at a specific per-
son.
Organization: Hate speech targeting institutions
or groups.
Community: Hate speech directed at larger com-
munities.
Here, Table 1 provides the distribution of sam-
ples across training, validation, and test sets. The

Classes Train Valid Test
Individual 1,074 230 230
Organization 856 183 184
Community 284 61 61
Total 2,214 474 475

Table 1: Dataset distribution.

dataset is imbalanced, with the Community class
having the fewest samples (406 texts), compared
to Individual (1,534 texts) and Organization (1,223
texts).

4 Methodology

The methods and approaches employed to ad-
dress the issue raised in the preceding part are
briefly summarized in this section. Through care-
ful analysis, our research recommends utilizing a
transformer-based model employing Indic-BERT
(Kakwani et al., 2020). Figure 1 provides a concise
visualization of our methodology, outlining the key
steps involved in our approach.
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Figure 1: An abstract view of our methodology

4.1 Preprocessing
We translated Bhojpuri tweets into Hindi to ensure
uniformity and enhance compatibility with mul-
tilingual language models. Basic preprocessing
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steps, such as removing special characters, stop-
words and empty spaces were also applied to clean
the text.

4.2 Feature Extraction

To capture meaningful features for different model
types, three feature extraction techniques are em-
ployed. For machine learning models, the Term
Frequency-Inverse Document Frequency (TF-IDF)
(Qaiser and Ali, 2018) approach is used. For deep
learning models, word embeddings are generated
using the Word2Vec (Ma and Zhang, 2015) tech-
nique. And transformer models use architecture-
compatible tokenizers for tokenization.

4.3 Model Building

In our research, we explored a variety of ML, DL
and transformer-based models.

4.3.1 ML models

We trained traditional ML models such as Logis-
tic Regression, Decision Trees, Random Forest,
Support Vector Machines and Extreme Gradient
Boosting on TF-IDF features. These models iden-
tify patterns statistically but may struggle with the
complexity of contextual and linguistic nuances in
hate speech.

4.3.2 DL models

The deep learning models include LSTM (Sher-
stinsky, 2020), BiLSTM (Xu et al., 2019), GRU
(Dey and Salem, 2017), CNN (Alzubaidi et al.,
2021) and a hybrid CNN+RNN model. These
models capture semantic linkages in tweets by us-
ing Word2Vec embeddings. Each DL model was
trained for 10 epochs with a batch size of 32.

4.3.3 Transformer-based models

The transformer-based models include MiniLM
(Wang et al., 2020), m-BERT (Yu et al., 2024)
and Indic-BERT (Kakwani et al., 2020). These
models are fine-tuned using transformer-specific
tokenizers to handle multilingual text efficiently.
Transformers outperform ML and DL models be-
cause they process entire sentences using attention
mechanisms, capturing context and long-range de-
pendencies. They also benefit from pre-training
on large multilingual corpora and handle complex
scripts like Devanagari with better precision, which
reduces information loss.

5 Results & Discussion

In this section, we provide comparisons of the per-
formance achieved by different machine learning,
deep learning, and transformer-based methods. The
performance evaluation of various classifiers for
the targets of hate speech identification showcases
valuable details about how well they can predict.
We also fine-tuned particularly m-BERT and Indic-
BERT by adjusting learning rates, batch sizes, and
epochs with the fixed Adam optimizer and Sparse
Categorical Cross-Entropy (CCE) loss function in
Table 2.

Hyperparameters m-BERT Indic-BERT
Optimizer Adam Adam Adam Adam
Loss Function Sparse CCE Sparse CCE Sparse CCE Sparse CCE
Learning rate 5e-05 3e-05 2e-05 1e-05
Epochs 12 10 8 5
Batch size 8 16 8 8

Table 2: Summary of tuned hyper-parameters

By modifying these hyper-parameters, we tried
to improve the model’s performance across all met-
rics. We observed that increasing the number of
epochs improved accuracy, with models reaching
nearly very high at the end. m-BERT was trained
for 12 epochs due to steady improvement, while
Indic-BERT was trained for fewer epochs (5-8) due
to faster convergence. A summary of the preci-
sion (P), recall (R), and macro-F1 (MF1) scores
for each model on the test set is presented in Table
3. Among ML models, LR performed best with an

Classifier P R MF1
LR 0.61 0.64 0.60
DT 0.55 0.56 0.55
RF 0.59 0.63 0.59
SVM 0.55 0.62 0.57
XGB 0.59 0.61 0.58
LSTM 0.57 0.58 0.57
BiLSTM 0.57 0.57 0.57
GRU 0.56 0.57 0.57
CNN 0.61 0.63 0.61
CNN + RNN 0.62 0.63 0.62
MiniLM 0.67 0.66 0.66
m-BERT 0.70 0.69 0.68
Indic-BERT 0.74 0.67 0.69

Table 3: Results of various models on the test dataset.

MF1 score of 0.60. For DL models, CNN+RNN
achieved the highest MF1 score of 0.62. Trans-
former models outperformed both ML and DL,
with m-BERT achieving an MF1 of 0.68, while
Indic-BERT emerged as the best overall with an
MF1 of 0.69.
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5.1 Quantitative Discussion
The results underscore the effectiveness of
transformer-based architectures, particularly Indic-
BERT, in detecting the target of hate speech. By
incorporating contextual embeddings from pre-
trained language models like Indic-BERT, our
classification system achieves enhanced accuracy.
Indic-BERT performs better as it supports four De-
vanagari languages (Nepali, Marathi, Hindi, San-
skrit) while m-BERT supports only three (Nepali,
Marathi, and Hindi), provides broader coverage of
Devanagari-script languages compared to m-BERT.
To address the class imbalance issue, we applied
class weights during training to give more impor-
tance to the minor Community class. Addition-
ally, data augmentation techniques such as generat-
ing synthetic examples or paraphrasing could fur-
ther improve the representation of the ‘Community’
class. The confusion matrix in Figure 2 provides a
detailed breakdown of our model’s performance.

Figure 2: Confusion matrix of our best performing
model

The model correctly classifies 160 label-0, 153
label-1 and 26 label-2 instances. However, it mis-
classifies 45 samples of label-0 as label-1 and 25
as label-2. Label-2 shows significant errors, with
15 misclassified as label-0 and 20 as label-1.

5.2 Qualitative Discussion
Figure 3 showcases some sample predictions made
by our Indic-BERT model. Among these, sam-
ples 1, 4, and 5 are correctly classified, indicat-
ing the model’s ability to handle diverse linguistic
constructs in Devanagari script. However, certain
instances reveal challenges for the model. For ex-
ample, sample 2 which discusses a cricket match
in the Devanagari script context, is misclassified
as label 1 instead of the correct label 2. Sample
3 related to political content is also misclassified,
suggesting potential difficulties in distinguishing

Figure 3: Examples of the Indic-BERT model’s antici-
pated outputs with English translations

political expressions within the Devanagari script.

6 Conclusion

Our study on hate speech target identification
in Devanagari-script languages demonstrates that
transformer-based models, particularly IndicBERT,
achieved the highest F1 score of 0.69, outperform-
ing both machine learning and deep learning mod-
els. Despite challenges with low-resource lan-
guages like Bhojpuri, tailored preprocessing and
feature extraction techniques provided valuable in-
sights. Although this work focuses on Devanagari-
script languages, the methodology can be adapted
to other low resource scripts by using pre-trained
models like m-BERT, MiniLM or Indic-BERT
which work well with multilingual data. Future
advancements in language-specific models could
further improve hate speech detection in diverse
multilingual contexts. Additionally, exploring mul-
timodal approaches may significantly improve the
accuracy and robustness of hate speech identifica-
tion.

Limitations

A primary limitation of this study lies in converting
Bhojpuri text into Hindi through a manually created
vocabulary as the models employed lack training
in the Bhojpuri language. This vocabulary-based
conversion may not fully capture all nuances and
context in Bhojpuri which could lead to potential
inaccuracies in the model’s performance. Addi-
tionally, the lack of high-quality annotated data for
low-resource languages limits the robustness of the
models. Future exploration of methods with more
annotated samples in low-resource languages like
Bhojpuri would enhance model accuracy and gen-
eralizability. Developing multilingual embeddings
or pre-trained transformer models specifically for
dialects in the Devanagari script would also address
limitations in vocabulary conversion.
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