
Proceedings of the First Workshop on Challenges in Processing South Asian Languages (CHiPSAL 2025), pages 289–294
January 19, 2025. ©2025 International Committee on Computational Linguistics

289

DSLNLP@NLU of Devanagari Script Languages 2025: Leveraging
BERT-based Architectures for Language Identification, Hate Speech

Detection and Target Classification
Shraddha Chauhan

Electronics and Communication Engineering
MNNIT-Allahabad

Prayagraj, Uttar Pradesh, 211004
shraddha76830@gmail.com

Abhinav Kumar
Computer Science and Engineering

MNNIT-Allahabad
Prayagraj, Uttar Pradesh, 211004

abhik@mnnit.ac.in

Abstract

The rapid rise of social media has emphasized
the spread of harmful and hateful content, mak-
ing it challenging for its identification. Contex-
tual semantics is very important as prior stud-
ies present that context level semantics is a
more trustworthy indicator of hatefulness than
word level semantics for detecting hate speech.
This paper attempts to check the usability of
transformer-based models for the identifica-
tion of hate speech on code-mixed datasets,
which includes Google-MuRIL, LaBSE, XLM-
Roberta-base, mbert and distil-mbert. The
above is largely due to its ability for high-level
representations of complex and context-dense
meaning. Besides this, we experiment on en-
semble approach that covers all of the above
models to reach out for an even higher level of
performance in detection. The experiment re-
sults show the best performing macro F1-scores
are reported in case of MuRIL in comparison
to other implemented models.

1 Introduction

In an age in which the growth of social media is
exponential for applications like X, Facebook, and
ShareChat, millions of users now communicate in
ways that were simply impossible in the past. It
creates easily accessible, real-time conduits for in-
formation, social commentary, and open debate.
At the same time, it facilitates hate speech, mis-
information, and other types of offensive content
(Saumya et al., 2024; Kumari and Kumar, 2023;
Kumar et al., 2023, 2021b; ?). It is unrealistic to
respond to these issues alone by using manual mod-
eration when massive volumes of data are created
every second (Saumya et al., 2024, 2021). Due
to this, social media outlets increasingly look to-
wards machine learning automation-based modera-
tion systems.

Despite the fact that tremendous progress has
been made in hate speech detection with high-
resource languages like English, this research work

lags way behind lower-resource languages: Hindi,
Marathi, Nepali, Sanskrit, and Bhojpuri. The cur-
rent scenario makes it even tougher because a lot of
texts on social media are found to be code-mixed,
mixing languages like Hindi or Nepali with English
with unique syntactic constructs. Code-mixing
makes traditional NLP tasks, especially the task
at hand, tougher because there is a deeper need
to discern nuanced contextual cues while crossing
languages so that intentions can be classified accu-
rately (Saumya et al., 2024; Kumar et al., 2020).

The present research work focuses on three spe-
cific subtasks-one of the tasks which involve multi-
lingual language detection between Hindi, Nepali,
Marathi, Sanskrit, and Bhojpuri in the social media
text. The importance of precise language identifi-
cation is directly connected with the effectiveness
of hate speech detection because hate speech or
inflammatory messages cannot be created unless it
is written in the desired language. Classify as hate
speech or non-hate speech in Hindi and Nepali is
the second sub-task. The third subtask is more in-
depth to identify the target of the hateful statement,
determining whether an individual, organization, or
a community is being targeted (Thapa et al., 2025).

We used the state-of-the-art deep learning meth-
ods, focusing more on the transformer-based ar-
chitecture that shows better performance for NLP-
related tasks (Saumya et al., 2024; Kumar et al.,
2021a). We used five transformer-based models
such as mBERT, Distil-mBERT, MuRIL (Mul-
tilingual Representations for Indian Languages),
LaBSE- (Language-Agnostic BERT Sentence Em-
bedding) and XLM-RoBERTa, which explore
unique linguistic diversity with each dataset, We
address its tasks with the strength inherent to each
model. Indeed, for example, one must notice that
MuRIL is particularly strong within regionally nu-
anced language representations specific to Indian
languages-for Hindi and Nepali texts. Its strength
in generating quality, language-independent embed-
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dings makes LaBSE very effective for processing
multilingual and cross-lingual scenarios that are
very common to our requirements.

Besides training individual models, We experi-
mented with an ensemble strategy that combined
mBERT, Distil-mBERT, and XLM-RoBERTa for
classification and applied a voting mechanism
among these models to make the final predictions.
In this voting-based ensemble approach here, each
model classifies an instance independently and de-
rives a final prediction based on the majority voting
of the three models. A label is assigned as a final
prediction if two or more models agree on a classi-
fication outcome. Our approach is a contribution
toward Language Identification, Hate Speech De-
tection and Target Identification for Hate Speech in
Devanagari-script languages while also contribut-
ing to the overall advancement of the field, showing
how transformer-based models are indeed effective
in multilingual low-resource and code-mixed NLP
tasks.

The rest of the paper is organized as follows:
Section 2 lists related work, Section 3 discusses
dataset & task, Section 4 discusses the proposed
methodology. The outcome of the proposed model
is listed in Section 5 and the paper is concluded in
Section 6.

2 Related Work

Multilingual NLP has seen significant progress in
recent years, with more intensive needs for effec-
tive ways and methods to handle many divergent
languages, more often in regions with vast rich
linguistic diversity. Detection of hate speech , tar-
get hate speech (Malik et al., 2024) or language
classification has made ways through traditional
statistical as well as machine learning-based meth-
ods over such techniques as Support Vector Ma-
chines SVMs, Naive Bayes classifiers, recurrent
neural networks (RNNs) trained through curated
language features (Liu et al., 2024; Mandal et al.,
2024). These models fail to capture the contex-
tual nuances of language and perform poorly on
code-mixed and low-resource languages because of
limited availability of training data and reliance on
language-specific pre-processing (Conneau et al.,
2019).

In our study, We used five transformer-based
models individually, namely, mBERT (Devlin et al.,
2018), Distil-mBERT (Sanh et al., 2019), Google’s
MuRIL (Khanuja et al., 2021), LaBSE and XLM-

RoBERTa (Conneau et al., 2019) to check their
capacity for text multilinguality processing for our
study. This approach will enable the singling out
of their individual strengths as well as weaknesses
in either hate speech detection, target identification
for hate speech or language classification tasks. In
(Jafri et al., 2024a), Machine Learning algorithms
like Naive Bayes, Decision Tree, SVM and Trans-
former based Deep Learning models like BERT,
XLM-RoBERTa and Hard Ensemble of BERTs is
used in original and augmented dataset of CHU-
NAV to analyze Hindi hate speech and targeted
groups in Indian Election Discourse (Alam et al.,
2024).

To facilitate our experiments and implementa-
tions, we use the ktrain framework (Maiya, 2022),
which simplifies the process of developing and
training deep learning models. This user-friendly
library eases the inclusion of multiple architectures,
such as transformer-based models, hence stream-
lining our research work. In general, the discussion
of these state-of-the-art models (Khanduja et al.,
2024) and ensemble techniques (Singhal and Bedi,
2024) greatly contributes to understanding and ap-
plying multilingual NLP, especially to challenges
such as low-resource languages and code-mixed
text.

3 Dataset & Task

The dataset covers multiple Devanagari-script lan-
guages and has a great variety of content features.
There are numerals (e.g., 10, 2, 3), emoticons, links
(e.g., https://t.co/wFKDRCF0Ny), tags like "@",
English words (e.g., "Punjab Elections"), and very
evocative, varied sentences in hindi, nepali, san-
skrit, bhojpuri languages. The heterogeneity of
this is an interesting challenge for the classifica-
tion task and provides a broad basis for the testing
of multilingual and mixed-content text processing
models.

The Task on Natural Language Understanding of
Devanagari Script Languages (Thapa et al., 2025)
consists of three subtasks, which focus on criti-
cal challenges in processing languages written in
the Devanagari script. These tasks are language
identification, hate speech detection and the iden-
tification of targets of hate speech (Sarveswaran
et al., 2025).
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Class Dataset size
Nepali 12,543
Marathi 11,034
Sanskrit 10,996
Bhojpuri 10,184
Hindi 7,660
Total 52,417

Table 1: Data distribution for subtask A

Class Dataset size
Non-Hate Speech 16,805
Hate Speech 2,214
Total 19,019

Table 2: Data distribution for subtask B

3.1 Subtask A: Devanagari Script Language
Identification

This is the subtask of language identification in
text typed in the Devanagari script. The dataset
includes five languages: Nepali (Thapa et al., 2023;
Rauniyar et al., 2023), Marathi (Kulkarni et al.,
2021), Sanskrit (Aralikatte et al., 2021), Bhojpuri
(Ojha, 2019) and Hindi (Jafri et al., 2024b, 2023).
There are total 52,417 train data, 11,232 validation
data and 11,234 test data in Subtask A dataset. Dis-
tribution across five classes as shown in Table 1
are as Nepali (12,543), Marathi (11,034), Sanskrit
(10,996), Bhojpuri (10,184) and Hindi (7,660).

3.2 Subtask B: Hate Speech Detection in
Devanagari Script Language

The second subtask is to identify hate speech in
sentences using the Devanagari script. Here, the
dataset is annotated to indicate whether a given
sentence contains hate speech. There are total
19,019 train data, 4,076 validation data and 4,076
test data in Subtask B dataset. Distribution across
two classes as shown in Table 2 are as Non-Hate
Speech (16,805) and Hate Speech (2,214). This an-
notated dataset is imbalanced and consists mainly
of monolingual sentences in Nepali (Thapa et al.,
2023; Rauniyar et al., 2023) and Hindi (Jafri et al.,
2024b, 2023), underlining the need for proper de-
tection mechanisms of different languages within
the Devanagari script (Parihar et al., 2021).

3.3 Subtask C: Target Identification for Hate
Speech in Devanagari Script

The last subtask is to identify the specific hate
speech targets within individual sentences. The

Class Dataset size
Individual 1,074
Organization 856
Community 284
Total 2214

Table 3: Data distribution for subtask C

target categories are defined as individual, organi-
zation, or community. There are total 2,214 train
data, 474 validation data and 475 test data in Sub-
task C dataset. There are 1,074 Individual, 856
Organization, and 284 Community text in training
dataset as shown in Table 3.

4 Methodology

In this paper, we fine-tune five transformer-based
models as shown in Figure 1 for the task of three
distinct subtasks of classification on text in multi-
ple languages. We used XLM-RoBERTa, Distil-
mBERT, mBERT, LaBSE, and MuRIL for the eval-
uation of ability in Devanagari script languages.
Each of these models was fine-tuned on the sub-
task datasets for 20 epochs with a batch size of
64 and a learning rate of 2 × e−5, balancing be-
tween computation efficiency and convergence for
the model.

Considering the average length of the token in
the dataset was approximately 50, we set the maxi-
mum sequence length to 30 tokens with the intent
of saving as much memory space without a loss of
relevant information. The ktrain library utilizes pre-
processing, training and evaluation of the model
itself and has streamlined the entirety of the de-
velopment pipeline as it has brought uniformity in
handling data for the whole model.

In addition to the individual model performances,
we tried to enhance its classification robustness us-
ing ensemble model as shown in Figure 2. We used
mBERT, Distil-mBERT, and XLM-RoBERTa in an
ensemble. The final voting was done using major-
ity vote. This approach utilized diversified model
architectures and combined relevant linguistic in-
sights for making those predictions.

5 Results & Discussion

The Table 4 shows Accuracy (Acc), Precision (Pre),
F1-score (F1) and Recall (Rec) of all five trans-
former models and ensemble model across sub-
task A, subtask B and subtask C. In evaluating
the performance of models across the three sub-
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Table 4: Performance metrics of various models across Subtask A, Subtask B and Subtask C

Model
Subtask A Subtask B Subtask C

Acc Pre F1 Rec Acc Pre F1 Rec Acc Pre F1 Rec

mBERT 98.80 98.71 98.69 98.67 88.39 77.54 47.74 50.39 64.63 58.65 51.07 51.68

Distil-mBERT 99.08 98.98 98.98 98.97 88.34 44.17 46.90 50.00 60.63 52.78 48.06 48.38

LaBSE 99.67 99.64 99.64 99.65 89.08 78.9 57.12 55.53 35.78 32.94 30.12 30.24

MuRIL 99.60 99.56 99.56 99.56 89.54 77.21 64.59 61.09 68.42 61.97 61.01 60.60

XLM-RoBERTa 99.53 99.46 99.48 99.50 89.57 76.49 66.13 62.57 66.52 59.00 58.15 57.73

Ensemble Model 99.13 99.05 99.04 99.02 88.59 75.67 51.81 52.42 69.05 63.91 57.48 56.84

Figure 1: Flow chart of our Transformer based model.

Figure 2: Flow chart of our Ensemble model.

tasks, F1 score was considered the primary compar-
ison score, highlighting the models balanced perfor-
mance in terms of precision and recall. For Subtask
A that is Devanagari Script Language Identifica-
tion, the LaBSE model gave better performance
with an F1 score of 99.64, which showed its well-
capable handling of multilingual text in the De-
vanagari script. In Subtask B (Hate Speech Detec-
tion), XLM-RoBERTa had the highest F1 score at
66.13, which indicated the model’s ability to detect
hate speech across Hindi and Nepali, where lan-
guage nuances are complex. For Subtask C (Target
Identification for Hate Speech), MuRIL was able
to outperform other models with an F1 score of
61.01, meaning it can clearly identify hate speech
targets as "individual," "organization," and "com-
munity." Although the ensemble model generated
stable outcomes on subtasks, it failed to surpass in-
dividual models such as LaBSE, XLM-RoBERTa
and MuRIL for tasks specific F1 scores, meaning
even though ensembling makes prediction stable
across task space, it is instead likely that strengths
of various individual models can be aptly put to use
once a proper task-specific ensemble model has
been chosen rather than just going for an agnostic
ensemble. The variation across tasks indicates that
feature extraction and linguistic knowledge are to
be used distinctly for effective results in each sub-
task. This is an essential insight for future work
involving Devanagari script language processing
and multilingual tasks in general.

6 Conclusion

The results show that transformer-based models
have impressive capabilities for various NLP tasks
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in Devanagari-scripted languages. Each model
brought in different strengths: LaBSE was highly
effective in language identification across closely
related languages, XLM-RoBERTa excelled in hate
speech detection, as it is cross-lingually designed;
and MuRIL achieved the highest accuracy in hate
speech target identification as it is pre-trained on
Indian languages. Although stable result was pre-
sented by the ensemble over all the tasks, every
individual model performed better at task-specific
metrics than the combination. These results indi-
cate that instead of generalized ensembling for sub-
tler multi-linguistic applications of NLP, there is
more possibility of targeting the application accord-
ing to which the most competent model selection
would be advantageous. For the current domain,
in which this approach has given direction, similar
future directions can be highlighted for research-
ing Devanagari language processing based more on
specificity of the task rather than general applica-
tion techniques.
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