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Abstract

In multilingual contexts, an automated sys-
tem for accurate language identification, fol-
lowed by hate speech detection and target
identification, plays a critical role in process-
ing low-resource hate speech data and mit-
igating its negative impact. This paper presents
our approach to the three subtasks in the
Shared Task on Natural Language Understand-
ing of Devanagari Script Languages at CHiP-
SAL@COLING 2025: (i) Language Identifi-
cation, (ii) Hate Speech Detection, and (iii)
Target Identification. Both classical machine
learning and multilingual transformer models
were explored, where MuRIL Large, trained
on undersampled data for subtasks A and B
outperformed the classical models. For sub-
task C, the hybrid model trained on augmented
data achieved superior performance over clas-
sical and transformer-based approaches. The
top-performing models, named MURTweet for
subtasks A and B and NERMURTweet for
subtask C, secured sixth, third, and first rank
respectively, in the competition. The code
is publicly available at https://github.com/tha-
paliya123/CHIPSAL-COLING-2025.

1 Introduction

Social media platforms like Twitter (currently
called X) are filled with various types of hate
speech, including racism, sexism, hate speech re-
lated to religion, and more (Parihar et al., 2021).
Advances in large languagemodels for regional lan-
guages, like Nepali, help detect hate speech and an-
alyze sentiment on social media platforms (Puda-
saini et al., 2024). Political leaders also use Twit-
ter to spread their political agendas by sharing news
and information with a broad audience and partici-
pating in discussions, either supporting or criticiz-
ing political actions (Lai et al., 2023). Politicians
and their followers may use phrases, expressions,
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and words of hate to gain an advantage and belittle
other parties (Wang et al., 2022).
The shared work on Natural Language Under-

standing of Devanagari Script Languages, orga-
nized as part of the First Workshop on Challenges
in Processing South Asian Languages (CHiPSAL)
(Sarveswaran et al., 2025), allows participants to in-
vestigate approaches for recognizing low-resource
South Asian languages, moving beyond the widely
used English language, even with domain-specific
models (Mali et al., 2024). It also focuses on detect-
ing hate speech and identifying its targets, which
are often political individuals, organizations, or
specific community groups (Thapa et al., 2025).
The MuRIL Large model1, a specialized BERT

large (24-layer) architecture (Khanuja et al., 2021),
has been chosen as a solution to the shared task
because of its strong multilingual capabilities, par-
ticularly for Devanagari languages. In this method,
fine-tuning was applied across all model parame-
ters to calibrate the MuRIL architecture for tasks
at hand, including language identification, hate
speech detection, and target identification.
The undersampling technique was used to re-

duce training time for subtask A and to address
class imbalance in subtask B. For subtask C, data
augmentation techniques were applied to address a
class imbalance problem. A synonym replacement
technique was used to generate synthetic samples
from validation data, resulting in improved model
performance. A rule-based Named Entity Recog-
nition (NER) approach was also used to classify
individual tokens associated with individuals, orga-
nizations, or community groups in tweets, with the
goal of identifying hate speech targets for subtask
C. F1 score was chosen as the primary metric, as
leaderboard rankings were based on the F1 score
and also the data were imbalanced. This study pro-
vides an overview of the solution’s results, high-

1https://huggingface.co/google/muril-large-cased
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lighting a sixth-place ranking in subtask A, third
in subtask B, and first place in subtask C.

2 Subtasks and Datasets

2.1 Subtask A: Language Identification
This work examines five Devanagari-script lan-
guages: Nepali, Marathi, Sanskrit, Bhojpuri, and
Hindi. To achieve accurate language identification
and recognition across these languages, the follow-
ing datasets are used:

1) Nepali (Thapa et al., 2023; Rauniyar et al.,
2023), 2) Marathi (Kulkarni et al., 2021), 3) San-
skrit (Aralikatte et al., 2021), 4) Bhojpuri (Ojha,
2019), 5) Hindi (Jafri et al., 2024, 2023).

2.2 Subtask B: Hate Speech Detection
Subtask B aims to detect hate speech in Nepali
and Hindi tweets. The task aims to identify hate
speech in Nepali and Hindi tweets, where partici-
pants must classify each tweet as either containing
hateful statements or not.

2.3 Subtask C: Target Identification
Subtask C aims to identify the targets of hate
speech in a given tweet. The dataset for this sub-
task is annotated for ”individual”, ”organization”,
and ”community” targets.

2.4 Datasets
An open-source version of the dataset for all three
subtasks is available on the competition’s webpage
2. The distribution of each class within the dataset
for each subtask is provided in Table 1.

Table 1: Dataset distribution for each class across Train,
Validation, and Test sets for subtasks A, B, and C.

Task Class Train Validation Test

A

Nepali 12544 2688 2688
Marathi 11034 2364 2365
Sanskrit 10996 2356 2356
Bhojpuri 10184 2182 2183
Hindi 7664 1643 1642

B Hate 2214 474 475
Non-Hate 16805 3602 3601

C
Individual 1074 230 230

Organization 856 183 184
Community 284 61 61

3 Methodology

The strategy includes three major solutions. Ini-
tially, a classical machine learning strategy was

2https://sites.google.com/view/chipsal/
shared-tasks

used, with typical models trained on the dataset.
Then, transformer-based models were investigated,
encompassing both encoder models such as varia-
tions of BERT (Devlin, 2018), and decoder models
such as GPT (Achiam et al., 2023). Finally, a hy-
brid strategy was used, in which NER tags were
applied to the data using a rule-based tagger, fol-
lowed by inference on the NER-tagged data using
the trained model. Figure 1 shows the block dia-
gram of the proposed model’s training and infer-
ence pipeline.

3.1 Augmentation and Undersampling

Both augmentation and undersampling procedures
were used to solve class imbalance issues and to re-
duce training time (Pimpalkhute et al., 2021). Sub-
tasks A and B were undersampled, while subtask
C was augmented with synthetic data. In subtask
A, due to the large number of training samples,
the model was trained only on 50% of the over-
all data to reduce the training and hyperparame-
ter tuning time. In subtask B, the majority class
was undersampled, with a focus on samples from
the non-hate class to reduce class imbalance. For
subtask C, the minority class, representing com-
munity targets, was augmented. This approach
was chosen because the limited number of com-
munity target samplesmade undersampling thema-
jority class impractical and potentially harmful to
performance on the test set. For the community
class in subtask C, a synonym substitution tech-
nique and GPT-4 in-context learning were used,
along with validation samples and prompting, to
generate synthetic tweets with identical sentiments
(Zhang et al., 2024). Table 2 shows the distribution
of training samples before and after applying un-
dersampling or data augmentation techniques. The
prompt used to generate synthetic samples through
the synonym replacement technique is provided in
Figure 2 in Appendix Section A.

3.2 Classical Approach

A classical approach was employed, where fea-
tures were extracted from textual data using
Term Frequency-Inverse Document Frequency
(TF-IDF), and multiple machine learning algo-
rithms such as Logistic Regression (LR), Support
VectorMachines (SVM), RandomForest (RF), and
XGBoost (XGB) were trained to establish a base-
line for experiments.

https://sites.google.com/view/chipsal/shared-tasks
https://sites.google.com/view/chipsal/shared-tasks
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Table 2: Train data distribution across subtasks A, B,
and C: Undersampling for subtasks A, B and data aug-
mentation for subtask C

Task Class Before Sampling After Sampling
/Augmentation /Augmentation

A

Nepali 12544 6231
Marathi 11034 5535
Sanskrit 10996 5447
Bhojpuri 10184 5156
Hindi 7664 3842

B Hate 2214 2214
Non-Hate 16805 8437

C
Individual 1074 1074
Organization 856 856
Community 284 330

3.3 Transformer Based Approach

Experiments were carried out employing Trans-
former architectures (Vaswani, 2017), with a focus
on two variants: encoder-only models and decoder-
only models.

3.3.1 Encoder Models
Encoder-only models, such as BERT variants (De-
vlin, 2018), utilize Transformer architectures’ en-
coder layers. The encoder models listed below
have been tested in all subtasks and optimized for
low-resource Devanagari languages.

mBERT: BERT (Bidirectional Encoder Repre-
sentation fromTransformers) (Devlin, 2018) is self-
trained using Masked Language Modeling (MLM)
and Next Sentence Prediction (NSP) on BookCor-
pus and Wikipedia. The multilingual extension of
BERT, mBERT, is trained in 104 languages and
is offered in two versions: BERT-base and BERT-
large.

XLM-RoBERTa: XLM-RoBERTa(Conneau,
2019) is a Transformer-based masked language
model trained on over two terabytes of fil-
tered CommonCrawl data from 100 languages.
XLM-RoBERTa is specifically developed for low-
resource languages.

Varta - A Large-Scale Headline-Generation
Dataset for Indic Languages (Aralikatte et al.,
2023): Varta-BERT is a model pre-trained on the
entire Varta dataset, which includes 14 Indic lan-
guages along with English. The model is trained
with the masked language modeling (MLM) objec-
tive.

MuRIL: Multilingual Representations for In-
dian Languages (Khanuja et al., 2021) is a
BERT-based architecture that was pre-trained from
scratch using data from Wikipedia, Common
Crawl, PMINDIA, and Dakshina corpora in 17

Indian languages. There are two variants of the
model available: base and large, with pre-trained
weights available on Hugging Face.

3.3.2 Decoder Models
Prompt Engineering and Few-Shot Learning have
become prominent methods for detecting hate
speech on Twitter (Dehghan and Yanikoglu, 2024).
This work utilizes decoder-only models developed
by OpenAI (gpt-4-2024-05-13)3, which excel at
multilingual tasks (Achiam et al., 2023). Since
OpenAI models are not open-source, they were
accessed via API endpoints. Due to competition
time constraints, experiments were conducted only
with OpenAI models for subtask C. Validation
splits were used for prompt tuning, while few-shot
learning employed samples from the training splits.
To achieve consistent JSON outputs, the temper-
ature parameter was set to zero, reducing the non-
deterministic responses typical of large language
models. After tuning, the final prompt is provided
in Figure 3 in Appendix Section B.

3.3.3 Hybrid Models
Word knowledge has been obtained by extracting
entity information from Wikipedia and feeding
it into the model alongside hate speech text(Lin,
2022). (Kaya et al., 2024) has employed a hybrid
approach that combines: (1) reclassifying samples
with low confidence scores using open-source large
languagemodels via prompting, and (2) integrating
named entity information into features generated
by BERT models, with the final output produced
through tree-based models.
A hybrid approach has been used for subtask

C, starting with error analysis on low-confidence
samples (probability < 0.6) and re-evaluating them
after adding entity tags. A rule-based entity
tagger applied four tags व्य��त(person), संगठन(or-
ganization), चुनाव �चन्ह (election symbol), and
समूह(group) around relevant phrases, using prede-
fined entity lists for each category. These tags
were selected after extensive experimentation to
closely align with the given hate speech targets.
Since the dataset was more directly tied to polit-
ical news, election symbols were included in the
tag pool because they resemble political organi-
zations. The tagged samples were then passed
through the trained MURTweet model, resulting in
an enhanced version named NERMURTweet (see

3https://platform.openai.com/docs/models/o1#
gpt-4o

https://platform.openai.com/docs/models/o1#gpt-4o
https://platform.openai.com/docs/models/o1#gpt-4o
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Figure 1), which significantly improved classifica-
tion metrics. Examples of samples before and after
entity tagging are shown in Figure 4 in Appendix
section C.

The suggested approach used a batch size of 32
for subtaskA and 8 for subtasks B andC. The learn-
ing rate was set to 2e-5 with the AdamW optimizer,
weight decay of 0.001, and trained for 10 epochs.

Figure 1: Block Diagram For training and inference
pipeline

3.4 Results And Discussions

The table 3 displays the leaderboard results for
all subtasks in the experiment. Precision, recall,
F1 score, and accuracy metrics are presented, and
models are ordered according to the F1 score speci-
fied by the organizers. For each challenge, themod-
els with the highest F1 score are shown in bold.

In subtask A, the proposed model, trained on
50% of the total data, has secured sixth position in
the final ranking. In subtask B, the proposedmodel,
trained using undersampled data, secured the third
position in the final scoreboard. For subtask C,
the hybrid model (MURTweet + NER Tagging) se-
cured first position in the final ranking. Due to the
large volume of data, subtask A has been trained
with only half of the dataset. MURTweet has
the highest F1 score of 0.9962, surpassing Vartha,
XLM-RoBERTa, and mBERT. In subtask B, un-
dersampling the majority class in the training data
enhanced model performance. The MURTweet
model trained on undersampled data outperforms
the model trained on the entire dataset. For sub-
task C, a hybrid model combiningMURTweet with
rule-based NER tagging topped the leaderboard,
along with error analysis-driven data augmentation
approaches (such as synonym matching and para-
phrasing) improving performance. Attempts to em-
ploy GPT-4 for target identification in subtask C
produced an F1 score of 0.66, which was not higher

than the hybrid-based approach.

Table 3: Performance metrics across subtasks A, B, and
C.

Task Model Prec Rec F1 Acc

A

TFIDF + LR 0.9528 0.9521 0.9526 0.9542
TFIDF + SVM 0.9627 0.9626 0.9636 0.9662
TFIDF + RF 0.9799 0.9776 0.9786 0.9806
TFIDF + XGB 0.9439 0.9446 0.9442 0.9475
mBERT 0.9930 0.9930 0.9930 0.9936
XLM-R-Base 0.9918 0.9927 0.9922 0.9931
XLM-R-Large 0.9940 0.9942 0.9941 0.9947
Varta-BERT 0.9952 0.9957 0.9954 0.9959
MuRIL-Base 0.9948 0.9953 0.9950 0.9955
MURTweet 0.9967 0.9968 0.9968 0.9972

B

TFIDF + LR 0.5759 0.6843 0.5020 0.5746
TFIDF + SVM 0.5700 0.6699 0.4894 0.5589
TFIDF + RF 0.5597 0.5108 0.4987 0.8734
TFIDF + XGB 0.6721 0.5345 0.5377 0.8815
mBERT 0.6336 0.7136 0.6542 0.8121
XLM-R-Base 0.6685 0.7147 0.6867 0.8528
XLM-R-Large 0.7068 0.7542 0.7264 0.8741
Varta-BERT 0.6179 0.7037 0.6344 0.7897
MuRIL-Base 0.6803 0.7715 0.7089 0.8481
MURTweet 0.7638 0.7687 0.7662 0.9028

C

TFIDF + LR 0.5169 0.5223 0.5147 0.5811
TFIDF + SVM 0.4103 0.4107 0.4101 0.5705
TFIDF + RF 0.4287 0.4414 0.4315 0.5747
TFIDF + XGB 0.4641 0.4641 0.4641 0.5579
mBERT 0.6022 0.6059 0.6036 0.6780
XLM-R-Base 0.6319 0.6365 0.6339 0.7034
XLM-R-Large 0.7095 0.6891 0.6975 0.7648
Varta-BERT 0.6751 0.6410 0.6514 0.7331
MuRIL-Base 0.6450 0.6576 0.6500 0.70763
MURTweet 0.7073 0.6867 0.6951 0.7621
NERMURTweet 0.7175 0.7038 0.7098 0.7684

4 Limitations

For subtasks A and B, undersampled data has been
used for training, so the full potential of the com-
plete dataset has not been fully utilized. In sub-
task C, the rule-based NER tagger assigned tags
to phrases that do not represent real-world entities,
which could have affected the final prediction.

5 Conclusion

In conclusion, data augmentation and undersam-
pling techniques have shown impressive results in
addressing class imbalance problems through this
research. Encoder-only models trained on under-
sampled data have outperformed traditional meth-
ods in language recognition and hate speech detec-
tion tasks. For target identification, results have
shown that hybrid models, which used the best-
performing models on NER-tagged data, outper-
formed encoder-only and generative models, high-
lighting the importance of NER information in suc-
cessfully identifying hate speech targets. Future
research should explore ML-based NER tagging
approaches, as well as alternative class imbalance
techniques like weighted cross-entropy loss and fo-
cal loss, to further enhance model performance in
these tasks.
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A Appendix: Prompt for Synthetic
Sample Generation

Figure 2: Prompt for Synthetic Sample Generation

B Appendix: Prompt for Hate Speech
Target Identification

Figure 3: Prompt for Synthetic Sample Generation

C Appendix: Impact of NER Tagging on
Hate Speech Tweets

Figure 4: Impact of NER Tagging on Hate Speech
Tweets
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