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Abstract

Large Language Models have been widely
adopted in NLP tasks and applications, how-
ever, their ability to accurately process Irish
and other minority languages has not been fully
explored. In this paper we describe prelim-
inary experiments examining the capacity of
publicly-available machine translation engines
(Google Translate, Microsoft Bing, and eTrans-
lation) and prompt-based AI systems systems
(ChatGPT 3.5, Llama 2) for translating and
handling challenging language features of Irish.
A hand-crafted selection of challenging Irish
language features were incorporated into trans-
lation prompts, and the output from each model
was examined by a human evaluator. The re-
sults of these experiments indicate that these
LLM-based models still struggle with translat-
ing rare linguistic phenomena and ambiguous
constructions. This preliminary analysis helps
to inform further research in this field, pro-
viding a simple ranking of publicly-available
models, and indicating which language features
require particular attention when evaluating
model capacity.

1 Introduction

The rising interest in transformer-based Large Lan-
guage Models (LLMs) in the field of Natural Lan-
guage Processing (NLP) can be seen in the high
volume of publications continually being published
in major computational linguistics venues year by
year (e.g. LREC: (Ekgren et al., 2022); ACL: (Rau-
nak et al., 2023), and (Wu and Hu, 2023); EACL:
(Balloccu et al., 2024)), as well as increased use of
ChatGPT and similar applications in people’s daily
lives. As hype surrounding these models continues
to build with improvements in performance, the

question arises of how the field of machine transla-
tion is impacted, and whether machine translation
can be considered a ‘solved problem’ (Zhu et al.,
2024).

Despite ongoing discussion, the field lacks depth
of understanding on the ability of these models to
process minority languages, including Irish. This
paper describes preliminary experiments in order
to shed light on the ability of publicly-available ma-
chine translation (MT) engines and prompt-based
AI systems when translating certain hand-selected
challenging features of the Irish language (e.g.
non-compositional constructions such as Bóín Dé
(God’s little cow) ‘ladybird’).

Relevant background and related work is ex-
plored in Section 2, and Section 3 describes the
experimental set up. The results of the experiments
are recorded in Section 4, and include a human eval-
uation of the target translations. The experiments
represent the initial steps in a thorough exploration
of the capacity of LLM-based systems to process
text from low-resourced languages such as Irish.
Section 6 explores future areas for exploration in
this research topic.

2 Background

2.1 Machine Translation for Irish

Irish is the official language of Ireland and an offi-
cial EU language. Despite this status, the language
is considered a low-resource language by European
language researchers (Lynn, 2022), noted to have
weak or no support in many categories of techno-
logical support for selected European languages,
similar to West Frisian (Robinson-Jones and Scarse,
2022) and other minority languages. Lynn (2022)
discusses how subpar applications and language
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tools are a factor that can lead to Irish speakers
switching to using English in online spaces, which
contributes to the rising risk of digital extinction
for the Irish language. To address this threat, the
Department of Tourism, Culture, Arts, Gaeltacht,
Sport and Media launched The Digital Plan for the
Irish Language in December of 2022 (Ní Chasaide
et al.). This plan calls attention to several areas of
research that are vital to the advancement of Irish
language technology, including Machine Transla-
tion (MT) and the development of key resources.

MT is an area of Irish language technology that
has seen slow but relatively consistent development
over past years, with publications demonstrating
recent advances in the field, e.g. applying cutting
edge methodology to building bidirectional English
& Irish (EN<>GA) MT models (Lankford et al.,
2024), and focusing on domain-specific translation
(Lankford et al., 2021).

Irish is one of the languages supported by eTrans-
lation (European Commission), an open-source MT
platform developed in partnership with the Euro-
pean Commission. General-purpose MT systems,
such as Google Translate (Google Research) and
Microsoft Bing Translator (Microsoft Research),
also offer support for the Irish language. Re-
search group ABAIR (ABAIR) have developed
applications with chatbot-style interactions pri-
marily for Computer Assisted Language Learning
(CALL) and grammar checking purposes; focusing
on speech-to-text and text-to-speech technology
(e.g. An Scéalaí1, An Bat Mírialta2). However,
it is difficult to assess the true capacity of many
prompt-based AI systems to correctly handle Irish
text. Some multi-lingual models (e.g. Gliglish)3

may claim support for Irish language, but omit
details on how the model has been trained, and
what data was included in training. For example,
when tested with Irish prompts, the Gliglish model
showed substantial problems in the output, provid-
ing nonsensical replies (e.g. Go raibh maith agat,
táim ag cuir blasta ort agus beidh mé ag dul le...
arán meaning “Thank you, I am putting tasty on
you and I will be going with... bread”).

2.2 Translation Difficulty
Translation difficulty is often described in terms
of human translators and their mental or cogni-
tive load (Akbari and Segers, 2017; Sun, 2015).

1https://scealai.abair.ie/
2https://bat-mirialta.abair.ie/
3https://gliglish.com/

However, there is an overlap between the trans-
lation difficulty for human translators and MT
systems (Vanroy et al., 2019). O’Brien (2004)
examined the effect of Negative Translatability
Indicators (NTIs)—i.e. linguistic features that have
been noted as problematic for MT (Gdaniec, 1994;
Bernth, 1999; Bernth and Gdaneic, 2001; Under-
wood and Jongejan, 2001), such as the passive
voice, and the gerund—on the post editing effort.
The data suggested that the post-editing speed for
sentences without NTIs was faster than those with
them on average. Some of these NTIs, such as
lexical ambiguity, also fall under the umbrella of
translation ambiguity (Tokowicz, 2014). Examples
of translation ambiguity can be seen in our tested
language features (e.g. lexical ambiguity; one word
having two meanings in one language).

3 Methodology

Experiments were set up to test the capacity of
publicly-available MT engines and prompt-based
AI models on translating certain hand-select NTIs,
incorporated into translation examples and trans-
lation prompts in either English or Irish, based on
the feature used for evaluation. Two rounds of
experiments took place, with different translation
examples selected for each round.

Six challenging features of the Irish language
were selected for testing in Round One, with four
additional features tested in Round Two. These
features were chosen based on previous work on
challenging features of Irish language (e.g. Walsh
et al. (2019)), in research on translation difficulty
in other languages (Tokowicz, 2014), and based
on the the researchers’ knowledge of the Irish lan-
guage.

The features chosen for Round One were:

1. Words that have multiple meanings (e.g.
homonyms “bark” the sound made by dogs vs
“bark” the protective covering on trees)

2. Words that do not have direct translations in
one language (e.g. Súilaithne means ‘to know
someone to see’)

3. Non-compositional phrases, where the com-
bined meanings of the individual words in a
phrase are not equivalent to the meaning of the
phrase (e.g. Duilleog bháite (drowned leaf)
‘water lily’)

4. Phrases including ‘yes’ and ‘no’, as there is
no direct translation for these words in Irish

https://scealai.abair.ie/
https://bat-mirialta.abair.ie/
https://gliglish.com/
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5. Phrases using the construction ‘I am’, as there
are two verbs for ‘be’ in Irish: copular and
substantive ‘be’

6. Uncensored swear words and innuendo (e.g.
‘I fucked her’)

The additional features included in Round Two
were as follows:

7. Logainmneacha or Irish place names (e.g.
Baile Átha Cliath ‘Dublin’)

8. An tuiseal gairmneach or the vocative case
(e.g. A Sheáin features slenderisation and le-
nition in vocative case)

9. Non-compositional animal names (e.g. Mac
tíre (son of the land) ‘wolf’)

10. Mythical creature names (e.g. Bean Sí (fairy
woman) ‘banshee’)

The models chosen for Round One of these
experiments were Google Translate (Google Re-
search), Microsoft Bing Translator (Microsoft Re-
search), eTranslation (European Commission) and
ChatGPT 3.5 (OpenAI, 2024), with Llama 2 (Meta
AI) being additionally included for the Round
Two.4 These applications were chosen as they are
all publicly available, free to use,5 and state that
they can translate from English to Irish and Irish
to English. This was assessed by the inclusion of
Irish as one of the language options on the lan-
guage list for MT applications, or by prompting the
AI system, asking if it has the capability to trans-
late English to Irish and vice versa. Prompt-based
AI systems Gliglish and Gemini were originally
considered for inclusion but were rejected due to
their use cases not fitting the experiment parame-
ters, with 1) Gliglish only accepting speech input,
and 2) Gemini expressing it had the ability to trans-
late to and from Irish when initially prompted in
English, then stating it was unable to do so when
asked directly to translate words or sentences pro-
vided in Irish. The applications were tested using
default settings, with no changes to add advanced
search features where these features were offered
by the application.

4Models used were the most up-to-date version of the
prompt-based AI systems at the time of the experiments.

5It should be noted that, while free to use, an account must
be created to use eTranslation and ChatGPT.

Examples were hand-crafted words or sentences
in Irish or English, integrating one of the listed fea-
tures. New examples were crafted for Round Two,
which integrated the additional language features
and also new examples of the language features
from Round One, often adjusted to include more
specific context words, as informed by the research
of Castilho and Knowles (2024) and Castilho et al.
(2020) (e.g. Round One example: Chonaic mé bóín
Dé thíos ansin. ‘I saw a ladybird down there’ vs.
Round Two example: Is feithid é bóín Dé ‘A lady
bird is an insect’). Round One contained 57 ex-
amples, and Round Two contained 132 examples,
for a total of 189 examples. Each example was
manually fed into each system interface, and the
outputs were recorded.

When collecting the translation outputs, only
the first translation provided by each model was
recorded, even when alternative translations were
offered. Both ChatGPT 3.5 and Llama 2 were
given the following initial prompt before the ex-
amples were provided: “Hello can you translate
these sentences and words from English to Irish or
from Irish to English please”. Any extra context or
information provided by the AI systems was also
recorded.

4 Results

Given the range of potentially correct translations,
a manual evaluation was deemed a more reliable
means of capturing the models’ capabilities rather
than automatic metrics, e.g. BLEU. An assessment
was made by a fluent Irish speaker to determine
whether a target translation was ‘plausible’, i.e. a
translation that may be incorrect due to the context
of the example (i.e a direct translation of a non-
compositional phrase) but there could be cases in
which this translation is correct in context. ‘High-
quality’ translations were those considered a cor-
rect and adequate translation, without grammatical
error, and correct in context to the example. Ta-
ble 1 displays the results of this assessment for
the examples produced by each system, summed
from Round One and Round Two. In Figure 1, the
percentage of ‘plausible’ and ‘high-quality’ trans-
lations produced by each system are calculated for
each feature, to indicate the general level of chal-
lenge each feature presents.

F3, F9, F10 exhibit the largest divide between
‘plausible’ and ‘high-quality’ translations. This sug-
gests the systems are attempting to translate words

https://gliglish.com/
https://gemini.google.com/app
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Figure 1: Percentage of ‘plausible’ and ’high-quality’ translations per language feature. F1 stands for Feature 1,
referring to the first of the features listed in Section 3. Non-compositional phrases (F3) and Non-compositional
animal (F9) names were combined into F3 + F9.

System Plausible High-quality
Bing 51.3% 36.5%
Google 47.6% 38.1%
eTranslation 45% 32.3%
ChatGPT 46% 38.1%
Llama 28% 16%

Table 1: Percentage of ‘plausible’ and ‘high-quality’
translations for each system (rounded to the nearest
decimal point) for both Round One and Round Two, out
of a total of 189. Llama was used to test 132 examples,
as it was not included in Round One.

that are out-of-vocabulary or rarely represented in
the training data, leading to producing literal or
word-for-word translations which could be classi-
fied as ‘plausible’ but not ‘high-quality’. The issue
of rare or out-of-vocabulary words may also be the
case for F6, as swear words are likely filtered out
of the training data. Similarly, with F8 and F10,
mythical creatures and the vocative case may not
be heavily represented in training data.

100% of the ‘plausible’ translations for features
F5 and F8 were also ‘high quality’, which is intu-
itive as translations for these features can only be
correct or incorrect. However, the rate of plausibil-
ity by systems for these features was only 60% and
14% respectively, indicating that systems struggled
in particular with correct handling of the vocative
case.

Table 2, provides the rate of plausibility achieved
by each system over the different rounds of the ex-
periments, to provide an overview of the system’s
capabilities to translate these features as a whole.

System Round One Round 2 Both Rounds
Bing 51% 54% 52.5%
Google 47% 48% 47.5%
eTranslation 51% 42% 46.5%
ChatGPT 49% 45% 47%
Llama 28% 28%

Table 2: Rate of plausibility achieved by the systems
in Round One, Round Two and across both rounds
(rounded to the nearest decimal point).

Microsoft Bing Translator was the most success-
ful model for producing plausible translations of
these challenging language features. Llama 2 was
the least successful model overall. Of the models
that were tested in both Rounds of the experiment,
the eTranslation model was slightly less successful
than the ChatGPT and Google models.

5 Conclusions

Despite having the highest rate of plausibility, Mi-
crosoft Bing Translator had an almost 50% rate of
implausible translations. Even the features whose
’plausible’ translations were all also ’high-quality’,
had rates of plausibility as low as 14%. From
these initial experiments, it appears that LLMs and
publicly-available MT models are currently not ad-
equately supported for these challenging features
of the Irish language, particularly for rare linguistic
words and features, such as the vocative case, and
swear words.

6 Future Work

Future experiments will aim to automate the in-
put and prompting phase of the experiment, in or-
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der to increase the size of the test data. We also
aim to include additional models (e.g. bespoke
Irish encoder-decoder models, or other publicly-
available models that support use of the Irish lan-
guage). Additionally, we aim to expand the number
of challenging language features explored; such
as including culturally distinct words and phrases
(e.g. ’foot path’ in Ireland vs ’side walk’ in the
USA). Future experiments will include baseline
examples, where each challenging feature is sub-
stituted with a non-challenging feature, in order
to compare the capability of each model to trans-
late a non-challenging example of the same syn-
tactic or lexical form. Potential categorisation
of the challenging features would help with this
step (e.g. grouping lexically challenging examples,
grammatically challenging examples, ambiguous
examples), which will further inform the capacity
of each model to handle different types of chal-
lenging language. Other experiment adjustments
include prompting the AI systems systems in Irish
as opposed to English.

7 Limitations

This research represents a preliminary study, ex-
ploring the results of including a small hand-crafted
selection of examples of difficult-to-translate fea-
tures of Irish.

A researcher with Irish language skills equiv-
alent to a C2 level6 developed the test set, and
performed the analysis of the results. This limits
the scope of the analysis. Words and phrases can
have a variety of different meanings, and a sin-
gle person cannot capture this variety. Not only
could multiple researchers increase the likelihood
of noticing any mistakes in typos in the test set,
they would also hep ensure that valid translations
that differ from one researcher’s preferred transla-
tion would be captured. This would be particularly
useful in the context of the Irish language, as a
native speaker’s dialect may influence what they
would see as a correct translation.

These limitations acknowledged, these experi-
ments provide an initial comparison of systems for
automatic translation, indicates particularly prob-
lematic features that require more investigation,
and leaves room for future experiments incorporat-
ing these insights and adjusted methodology.

6According to CEFR Levels provided here: https://ww
w.coe.int/en/web/common-european-framework-refer
ence-languages/table-1-cefr-3.3-common-reference
-levels-global-scale
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