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Abstract

The growing volume of scientific literature in
polymer science presents a significant chal-
lenge for researchers attempting to extract and
annotate domain-specific entities, such as poly-
mer names, material properties, and related in-
formation. Manual annotation of these doc-
uments is both time-consuming and prone to
error due to the complexity of scientific lan-
guage. To address this, we introduce Poly-
Minder, an annotation support system designed
to assist polymer scientists in extracting and
annotating polymer-related entities and their
relationships in scientific documents. The
system utilizes recent advanced Named En-
tity Recognition (NER) and Relation Extrac-
tion (RE) models tailored to the polymer do-
main. PolyMinder streamlines the annota-
tion process by providing a web-based inter-
face where users can browse, verify, and re-
fine the extracted information before obtain-
ing the final results. The system’s source code
is made publicly available to facilitate further
research and development in this field. Our
system can be accessed through the following
URL: https://www.jaist.ac.jp/is/labs/
nguyen-lab/systems/polyminder.

1 Introduction

The study of polymers has gained significant mo-
mentum in recent years, driving advancements in
diverse fields, including materials science, man-
ufacturing, biomedical engineering, and environ-
mental sustainability (Okolie et al., 2023; Sharma
et al., 2021). Their versatility and wide-ranging
properties make them indispensable in products
such as plastics, rubbers, adhesives, and nanoma-
terials (Mohanty et al., 2022; AlMaadeed et al.,
2020). As research in this area continues to grow,

*Equal contribution

NER model training

Phase 1: Model Training

Phase 2: Inferencing

Polymer-specific NER and
RE models

NER and RE
models

PolyNERE Corpus

RE model training

Database

HTTP REST
APIs

Result Page

PDF parserEditting

Download
result

Upload Upload

Result

Updates

Upload Page

User Interface Backend

Figure 1: An overview of PolyMinder, showcasing its
workflow from model training to entity/relation extrac-
tion and user interaction via the web-based interface.

the volume of scientific literature on polymer struc-
tures, properties, and applications has grown sub-
stantially (Phi et al., 2024). Efficiently organiz-
ing and extracting valuable information from this
vast corpus is crucial for both research and indus-
try. However, manually extracting and annotating
domain-specific entities like polymer names and
material properties is challenging (Fagnani et al.,
2022). The complexity of scientific language and
the specialized expertise required make manual an-
notation time-consuming and error-prone.

While automated named entity recognition
(NER) systems that use advanced neural networks
have shown promise in the materials domain, in-
cluding polymers (Oka et al., 2021; Phi et al., 2024;
Cheung et al., 2024), existing solutions often accept
only text-based inputs and output results in formats
like JSON, lacking intuitive visualizations for users
or annotators. They typically do not handle PDF
inputs directly, despite PDFs being standard in the
scientific community. Moreover, neural network
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models are not infallible and can produce errors
in entity extraction. Current systems lack features
that allow annotators to efficiently refine or cor-
rect extracted data and parsing errors, necessitating
manual adjustments without system support.

To bridge this gap, we present PolyMinder, an
automated support system tailored specifically for
the polymer domain. PolyMinder aids researchers
by automatically identifying and extracting key
information from scientific documents—such as
polymer names, material properties—enabling the
visualization and refinement of extracted data while
significantly reducing manual effort. Figure 1 pro-
vides an overview of our system. In the training
phase, we developed entity and relation extraction
models using recent advanced techniques (Li et al.,
2022; Zhou et al., 2021), trained on PolyNERE (Phi
et al., 2024), a high-quality corpus for named entity
recognition and relation extraction, covering a vari-
ety of entity and relation types. During inference,
users can upload documents to the system, which
extracts content from PDF files. The entity and rela-
tion extraction models process this content to iden-
tify relevant entities and relationships, which are
then displayed in an intuitive web interface. Users
can review and refine the automated extractions for
accuracy before downloading the fully annotated
output. In summary, our contributions in this paper
are threefold: (I) we introduce PolyMinder, an au-
tomated support system that extracts and visualizes
key polymer-related information from scientific
texts, allowing annotators to review and refine the
data; (II) we develop polymer-specific entity and
relation extraction models utilizing state-of-the-art
techniques tailored to the polymer science domain;
and (III) we publicly release PolyMinder’s source
code1 to support further research and development.

2 Related Work

Automated information extraction from scientific
literature has advanced in fields like biomedical
science, chemistry, and materials science (Yang
et al., 2022). In polymer science, Oka et al. (2021)
developed a system combining deep learning with
rule-based methods to extract polymer data from ta-
bles in scientific articles. Similarly, Swain and Cole
(2016) introduced ChemDataExtractor, a tool that
processes chemical data using rule-based and su-
pervised learning approaches. Weston et al. (2019)
created MatScholar, which applies named entity

1https://github.com/truongdo619/PolyMinder

recognition to extract key information from mate-
rials science literature. In biomedicine, the BEN-
NERD system (Sohrab et al., 2020) targets COVID-
19-related entity extraction, while Wadhwa et al.
(2021) proposed a system for extracting fabrication
knowledge in materials science, identifying key
entities and relationships. More recently, Shetty
et al. (2023) fine-tuned MaterialsBERT to extract
material property records from large polymer cor-
pora, significantly outperforming baseline models
like BioBERT (Lee et al., 2020) and ChemBERT
(Davronov and Adilova, 2023). Despite these ad-
vancements, the models used in these systems are
still prone to errors, and current systems provide
limited support for efficiently correcting them.

From the perspective of annotation tools, most
existing solutions focus on entity recognition and
relation extraction in plain text formats (Borisova
et al., 2024). Tools like Brat (Stenetorp et al., 2012)
and Doccano (Nakayama et al., 2018) offer a vi-
sual interface for annotating entities and relations
in natural language texts, aiding manual curation.
However, these tools lack direct interaction with
PDF documents, the standard format for scientific
research. PDFAnno (Shindo et al., 2018) addresses
some of these limitations by enabling users to an-
notate entities and relations directly on PDF docu-
ments, preserving the original layout. Despite this,
PDFAnno can become cluttered when annotating
documents with numerous relations, as the visual-
ization of arrows may overwhelm the interface and
hinder the annotation process. This highlights the
need for a more intuitive web-based interface that
offers easy, clear annotation on PDF documents.

3 Method

3.1 Overview

Our proposed system, PolyMinder, is designed
to extract polymer-related entities and their cor-
responding relationships from scientific documents
(PDFs), followed by a visualization of these entities
and relationships on a web interface for annotators
to verify and refine (Figure 1). The process be-
gins with training named entity recognition and
relation extraction models using recent advanced
methods, specifically ALTOP (Zhou et al., 2021)
and W2NER (Li et al., 2022). Once the models
are trained, we develop the web application, which
includes both the frontend interface and the sup-
porting backend infrastructure.

https://github.com/truongdo619/PolyMinder
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3.2 Entity and Relation Extraction Models
Entity extraction serves as the basis for identify-
ing key polymer-related entities within documents.
For this task, we employ the W2NER model (Li
et al., 2022), which outperforms top-performing
models on widely-used benchmark datasets on gen-
eral, biomedical, and clinical domains. W2NER
utilizes a word-to-span alignment approach, which
allows it to handle three types of entity mentions
(flat, overlapped, and discontinuous) effectively, a
common challenge in scientific text. This model is
trained on the PolyNERE corpus (Phi et al., 2024),
a domain-specific dataset containing 750 polymer
abstracts across 14 entity types. All entity types
used in our system are summarized in Figure 2.

ENTITY
|------ MATERIAL_GROUP
| |------ POLYMER_GROUP
| | |------ POLYMER
| | |------ POLYMER_FAMILY
| |------ INORGANIC
| |------ ORGANIC
| | |------ MONOMER
| |------ COMPOSITE
| `------ OTHER_MATERIAL
|------ PROP_NAME
|------ PROP_VALUE
|------ MATERIAL_AMOUNT
|------ CONDITION
|------ CHAR_METHOD
|------ SYN_METHOD
`------ REF_EXP

Figure 2: Ontology of material entities in PolyMinder,
showing material types. Monomers fall under organic,
while polymers may be organic or inorganic.

After identifying the entities, the next step
is to establish their relationships. In polymer
science, these relationships represent the essen-
tial connections between polymer-related enti-
ties. For instance, the entity POLYMER is re-
lated to the CHAR_METHOD entity through the
characterized_by relationship. The details of
all entities and their relationships in our system are
illustrated in Figure 3. To extract these relation-
ships, we tackle the RE task at the paragraph level,
focusing on predicting relationships between entity
pairs within the text. We utilize the ATLOP model
(Zhou et al., 2021), designed for document-level
or paragraph-level RE. By employing transformer-
based attention mechanisms, ATLOP effectively
captures complex, cross-sentence relationships.

After training, the NER and RE models are in-
tegrated into PolyMinder’s backend, generating
JSON outputs. An example of output is as follows:

Figure 3: Illustration of the relationships between dif-
ferent polymer-related entities within PolyMinder.

{
"text": "Sulfonated

polyarylenethioethersulfone (SPTES
) copolymers with high ...",

"entities": [
[

"T1", #Entity ID
"POLYMER", #Entity Type
[[0, 38]], #Entity Position
"Sulfonated

polyarylenethioethersulfone"
#Entity Span

],
[

"T2", #Entity ID
"POLYMER", #Entity Type
[[41, 46]], #Entity Position
"SPTES" #Entity Span

],
...

],
"relations": [

[
"R1", #Relation ID
"abbreviation_of", #Relation Type
[["Arg1", "T2"], ["Arg2", "T1"]]

#Start and End Entities
],
...

]
}

3.3 PolyMinder System

PolyMinder is a web-based application designed to
facilitate the extraction, visualization, and annota-
tion of polymer-related information from scientific
documents. It integrates a Python-based backend
with a JavaScript-based frontend, seamless interac-
tion between the user and the system. This section
details the core components of the system and de-
scribes the data flow, as illustrated in Figure 4.
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Figure 4: The architecture of the PolyMinder system,
detailing its backend, RestAPI, and frontend.

3.3.1 Backend
The backend is implemented using the FastAPI
framework2 for its high performance and efficient
development of RESTful APIs. These APIs handle
communication with the frontend, supporting real-
time data exchange and interaction. The backend’s
primary functions include document processing,
data management, and facilitating user interactions.

When a PDF document is received, the back-
end employs PyMuPDF (McKie and Liu, 2020)
to extract both text and its positional information
within the document. PyMuPDF is particularly
suited for this task because it supports the extrac-
tion of both text and bounding boxes, enabling
accurate mapping of text to its location in the orig-
inal PDF, which is crucial for visual annotations.
The parsed text is then processed by pre-trained
NER and RE models specifically tailored for poly-
mer science, identifying and classifying relevant
entities (e.g., polymer names, property names) and
their relationships. For data management, the back-
end uses SQLAlchemy (Myers et al., 2015), an
Object-Relational Mapping (ORM) tool that allows
for flexible database selection, such as SQLite for
lightweight applications or PostgreSQL for more
demanding needs. The identified entities and rela-
tionships are stored in a structured, editable format,
making it easy to retrieve and modify the data as
needed. The backend also supports CRUD (Cre-
ate, Read, Update, Delete) operations for entities,
relationships, and PDF parsed text, enabling anno-
tators to interact directly with the extracted data.
Real-time updates are instantly reflected in the fron-
tend through the REST APIs, ensuring a responsive
and dynamic user experience that streamlines the
annotation and correction process.

2https://fastapi.tiangolo.com/

3.3.2 Frontend
The frontend is developed using React3

(JavaScript), along with HTML5 and CSS,
to deliver an intuitive user interface. It allows users
to upload polymer science PDFs for processing
(Figure 5a) and visualizes extracted entities directly
on the PDFs using overlays (Figure 5b), helping
users see annotations in context. Relationships
between entities are displayed in a Brat-like
pop-up window (Stenetorp et al., 2012), offering
clear insight into data connections (Figure 5c). To
address potential errors from the PDF parser and
NER/RE models, the frontend includes interactive
tools allowing users to modify or correct parsed
text and annotations, ensuring accuracy (Figure
5d). Upon completion, users can download the
annotated documents for further analysis or use.
Overall, the interface emphasizes ease of use and
efficiency, streamlining annotators’ workflows.

3.3.3 Data Flow
Figure 4 shows the typical workflow of the Poly-
Minder system. First, the user uploads a PDF doc-
ument via the frontend interface. The backend
processes the document using PyMuPDF to extract
text and positional data. The extracted text is then
sent to NER and RE models to identify relevant
entities and their relations. The resulting data is
stored in a database managed by SQLAlchemy,
ensuring efficient retrieval and manipulation.

Next, the frontend accesses the extracted data
via REST APIs and overlays the annotations on
the original PDF, providing users with an intuitive
visualization of the results. Users can review, re-
fine, and edit the extracted entities, relationships,
and parsed text using interactive tools. Any mod-
ifications made by the user are sent back to the
backend through API calls, updating the database
accordingly. If the parsed text data is edited, the
system reprocesses the relevant components, gen-
erating and visualizing updated results. Once the
user finalizes the annotations and is satisfied with
the output, they can download the completed docu-
ment, concluding the workflow.

4 Experiments on NER and RE models

4.1 Dataset for NER and RE Tasks

Our NER and RE system consists of two modules,
forming a pipeline to identify entity mentions and
extract relations between them. Both models are

3https://react.dev/

https://fastapi.tiangolo.com/
https://react.dev/
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Upload File Component Entity InformationPDF Highlight Component

Relation Visualiation Component Editing Component

(a) Step 1: On the upload page, users can drag and drop a
document file to initiate the entity extraction process in the backend.

(b) Step 2: On the results page, users can click an entity in
the sidebar to view its details and relationships.

(c) Step 3: On the results page, users can click the edit button
next to an entity to open the editing panel for modification.

(d) Step 4: After editing, users can click the download button
to save the final document.

Figure 5: A step-by-step depiction of the typical user interaction flow within the PolyMinder interface, from
document upload to entity editing and final result download. More guidelines are available on the demo website.

trained on the PolyNERE corpus (Phi et al., 2024)
and are based on top-performing methods (Li et al.,
2022; Zhou et al., 2021) in various configurations.
For NER, most entities could be inferred from the
context within the same sentence. Therefore, we
focused on performing sentence-level NER to iden-
tify all possible entities in each abstract/paragraph.
In contrast, extracting relationships between enti-
ties often requires cross-sentence reasoning, mak-
ing it a paragraph or abstract-level task.

The PolyNERE corpus is split into 637 abstracts
for training (85%), 38 for development (5%), and
75 for testing (10%). We report precision, recall,
and F-score for both tasks. Models are developed
and optimized using the training and development
sets, with final evaluation on the test set.

4.2 Experimental Setup and Results

Named Entity Recognition. We conduct exper-
iments using the W2NER model (Li et al., 2022),
selected for its availability, efficiency, and ease of
deployment. Furthermore, W2NER is particularly
effective at identifying flat, overlapped, and dis-
continuous mentions, which are common in mate-
rials science texts where multiple entities are often
discussed simultaneously. We utilize the AdamW

Table 1: Results for NER on test set

Method Encoder P R F1
BERT-large 77.78 73.55 75.61
SciBERT 74.89 75.67 75.28

W2NER
(Li et al., 2022)

MatSciBERT 78.05 76.53 77.28

(Loshchilov and Hutter, 2017) optimizer with a
learning rate of 1e-3. For the BERT-BiLSTM en-
coder layer, the model features a distribution em-
bedding size of 20 and an LSTM hidden size of
1024. Dropout rates of 0.5 are applied for both
embeddings and convolutions. Training runs for up
to 50 epochs with a batch size of 12, and the best
checkpoint based on the development set is saved
after training. We also experimented with different
encoders to enhance NER performance.

Table 1 shows the evaluation of NER on the test
set. Table 1 demonstrates that MatSciBERT (Gupta
et al., 2022) yields better performance compared to
the use of SciBERT (Beltagy et al., 2019).

Relation Extraction. We define the RE task as
a cross-sentence relation extraction problem and
evaluate it with pre-defined gold entities. An entity
may have multiple mentions in the abstract, and
a relation between two entities (e1, e2) exists if



6

Table 2: Results for RE on test set given gold entities

Method Encoder P R F1
BERT-large 84.35 73.59 78.60
SciBERT 83.59 81.60 82.58

ALTOP
(Zhou et al., 2021)

MatSciBERT 83.99 82.49 83.23

expressed by any pair of their mentions. During in-
ference, the goal is to predict relations between all
possible entity pairs. To achieve this, we adapted
the ATLOP method (Zhou et al., 2021), which ag-
gregates contextual information using Transformer
attention and employs an adaptive threshold for
different entity pairs. Since ATLOP operates at
the document level (or, in this case, at the para-
graph level), a postprocessing step is used to con-
vert the results into binary relations between entity
mentions. Our model is optimized using AdamW
(Loshchilov and Hutter, 2017) with a learning rate
of 5e-5, a training batch size of 4, and a test batch
size of 8, with a maximum of 30 epochs. We also
experiment with different encoders.

As shown in Table 2, ATLOP achieves the high-
est F1 score of 83.23% using the MatSciBERT
encoder. Overall, our system demonstrates strong
performance and is well-suited for real-world use
as an effective and practical RE system, addressing
complex contexts in materials science papers, in-
cluding flat, overlapping, and discontinuous entity
mentions and relations across sentences. Addi-
tionally, the NER and RE models integrated into
PolyMinder are modular and replaceable, allowing
customization with advanced tools or adaptation to
other domains beyond polymer science.

4.3 Efficiency and Processing Time Analysis

The PolyNERE corpus consists of 750 abstracts,
each containing an average of 25.24 entities and
15.29 relations. Based on an estimated annota-
tion time of 15 seconds per item4, factoring in the
annotator’s familiarity with materials science and
the task’s complexity, manually annotating a sin-
gle abstract would take approximately 10 minutes.
This estimate could increase due to challenges like
lengthy paragraphs, complex entity relationships,
and maintaining context across multiple sections.

To assess the efficiency improvements intro-
duced by PolyMinder, we applied our system to
the 75 abstracts in the test set. The total processing
time was 6.45 minutes, averaging 5.16 seconds per

4Estimate provided by the PolyNERE corpus author.

abstract. This represents a significant reduction
compared to the estimated 10 minutes required for
manual annotation. Although verification and re-
finement time are not included in this figure, the
high precision and recall of our NER and RE mod-
els (as demonstrated in Tables 1 and 2) suggest
that the need for extensive post-processing is min-
imized. Even if an additional 3–4 minutes per
abstract is allocated for review, the overall time
remains well below the manual annotation time,
presenting a considerable efficiency advantage for
researchers handling large volumes of literature.

5 Threats to Validity

While PolyMinder shows promise in supporting
entity and relation annotation for polymer-related
documents, several limitations may impact its gen-
eralizability and performance.
Dataset Size, Diversity, and Annotation Qual-
ity. A key limitation is the system’s reliance on
the PolyNERE corpus for training NER and RE
models. Though tailored to the polymer domain, it
contains only 750 abstracts, which may not repre-
sent the full diversity of polymer science literature.
Additionally, data imbalance and incomplete anno-
tations for some entities may lead to biased mod-
els that underperform on less frequent or poorly
labeled entities. Future work will focus on expand-
ing the dataset with more diverse documents and
improving annotation quality to boost robustness.
PDF Extraction Inconsistencies. Variations in
PDF formatting, such as complex layouts, figures,
and tables, create challenges. These inconsisten-
cies can result in extraction errors, causing missed
or incorrect entity annotations. Future work will
investigate advanced extraction techniques to better
handle diverse PDF structures.

6 Conclusion

In this paper, we introduced PolyMinder, a special-
ized support system that streamlines entity extrac-
tion and relation annotation in polymer science doc-
uments by leveraging advanced NER and RE mod-
els tailored specifically to the polymer domain. Our
system automates the extraction of key polymer-
related entities and their relationships, providing
an intuitive web interface for users to efficiently
browse, verify, and refine the information. Ex-
perimental results demonstrate high performance
on the PolyNERE corpus, highlighting efficiency
gains over manual annotation processes.
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