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Abstract

We introduce LUCE, an advanced dynamic
framework with an interactive dashboard for
analysing opinionated text aiming to under-
stand people-centred communication. The
framework features computational modules of
text classification and extraction explicitly de-
signed for analysing different elements of opin-
ions, e.g., sentiment/emotion, suggestion, figu-
rative language, hate/toxic speech, and topics.
We designed the framework using a modular
architecture, allowing scalability and extensi-
bility with the aim of supporting other NLP
tasks in subsequent versions. LUCE comprises
trained models, python-based APIs, and a user-
friendly dashboard, ensuring an intuitive user
experience. LUCE has been validated in a rele-
vant environment, and its capabilities and per-
formance have been demonstrated through ini-
tial prototypes and pilot studies.

1 Introduction

In an era where user-generated content on social
media, forums, surveys, and review sites plays a
pivotal role in shaping public opinion and influ-
encing decision-making, understanding these opin-
ionated discourse becomes essential. This sheer
amount of opinionated content opened a wide range
of possibilities for businesses, researchers, policy-
makers, and other stakeholders. At the same time,
it creates a pressing need for automated language
analysis to understand public discourse and visu-
alise patterns through statistical analysis and re-
sults aggregation. However, analysing this data
accurately and efficiently remains a challenge due
to its sheer volume, diversity, and rapid pace of
evolution. The preliminary research we conducted
identified several critical gaps in existing opinion
analysis applications: 1) tailored for commercial
brand monitoring, making them difficult to adapt to
other sectors (Nanda and Kumar, 2021); 2) limited
to the analysis of particular tasks (e.g., sentiment

analysis) instead of offering a holistic approach
to opinion analysis; 3) high language-dependence
(mostly English); 4) high domain-dependence (Pur-
nat et al., 2021; White et al., 2023), requiring sig-
nificant manual development for their adaptation
to new domains.

We introduce LUCE, Italian for light and short
for Listen, Understand, Connect, Engage, an
advanced dynamic AI-powered framework for
analysing opinionated text that aims to study
people-centred public communication. The frame-
work features an interactive dashboard to ensure
a comfortable and intuitive user experience. This
framework addresses the aforementioned gaps by
leveraging state-of-the-art natural language pro-
cessing (NLP) techniques to analyse public commu-
nication on multiple interconnected levels, includ-
ing sentiment, emotion, suggestions, hate speech,
sarcasm, figurative language, and topics. LUCE
is designed to be domain, sector, and language-
independent, which means that it is not limited to
social media text or specific language. LUCE’s
modular design ensures scalability and adaptability
to various use cases and applications.

The initial version of LUCE focuses on text clas-
sification and extraction through three main mod-
ules to identify 1) opinion dimensions, 2) topics
(aspect terms and categories), and 3) shorter text
spans of suggestions. We employ dynamic transfer
learning-based computational models for domain
adaptation (Negi et al., 2024). Additionally, the
introduced modules are designed to support do-
main and language independence through utilising
language-agnostic embeddings (Feng et al., 2022)
and cross-lingual transfer learning (Singla et al.,
2018). One of the core objectives of LUCE is to al-
low end-users to analyse opinionated text automat-
ically based on their needs through a user-friendly
dashboard supporting data integration, results ag-
gregation, and output visualisation. The visual ana-
lytics components offered by the dashboard allow
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end-users to understand the discourse and visualise
patterns/relationships.

In this paper, we present the first prototype of
LUCE1, which has been validated in a relevant en-
vironment, and its capabilities and performance
have been demonstrated through various use cases
and pilot studies. Examples include the EU-funded
PANDEM-2 project2, which included a social me-
dia analysis (SMA) component that was a fore-
runner of LUCE to support two-way communica-
tion during pandemics where reactions from the
general public to government measures during the
pandemic were successfully analysed. Similarly,
the SFI-National Challenge-funded project Plat-
form Urbanism3, in collaboration with Galway City
Council, employed the initial forerunner of LUCE
to analyse public communication around urban de-
velopment. Currently, the LUCE prototype is being
used in the University of Galway Research Pro-
cess Improvement project to analyse staff survey
responses to university support of excellent and
impactful research. The main contributions of this
paper are summarised as follows:

1. We introduce the LUCE dynamic framework
for opinionated text analysis developed with
state-of-the-art performance.

2. We validated the proposed technology in rel-
evant environments through pilot studies on
various domains.

3. We designed the framework using a modular
architecture, allowing scalability and exten-
sibility to support other NLP tasks in subse-
quent versions.

4. We introduce a user-friendly web-based dash-
board encompassing the framework’s pre-
trained models and Python-based APIs, en-
suring an intuitive user experience.

2 LUCE Framework and Interactive
Dashboard

2.1 Architecture
LUCE follows a modular architecture, as shown in
Figure 1, to allow scalability and extensibility. The
framework comprises three main modules, which
currently enable 1) the classification of opinion
dimensions in a given text (e.g., survey responses,

1This first prototype corresponds to LUCE Beta v0.1.
2https://pandem-2.eu
3https://www.sfi.ie/challenges/future-digital/

cathair-shamhlu/

social media posts, etc.); 2) the identification of
core aspect terms and categories related to people’s
perceptions; 3) the extraction of shorter spans (e.g.,
of suggestions or hate speech) from a given text.

The development process of LUCE is based on
a structured pipeline divided into four stages, as
depicted in Figure 2. The data preparation step
focuses on collecting, preparing, and preprocessing
benchmark datasets for each task the framework
supports. These datasets are used for training and
evaluating the developed models. The develop-
ment stage of each module is designed to allow
the ease of modification and extensibility by util-
ising state-of-the-art approaches for text classifica-
tion (e.g., sentiment classification, emotion clas-
sification, suggestion mining, etc.), aspect terms
and categories extraction (e.g., term extraction,
keyphrase extraction, and clustering), and span ex-
traction. Quantitative and qualitative evaluation
schemes were followed to assess the performance
of each developed model. The quantitative analy-
sis employed the traditional metrics of measuring
the performance of each task. For example, the
performance of the classification models is eval-
uated in terms of precision, recall, F1-score and
accuracy (Rijsbergen, 1979) and the performance
of the extraction models is evaluated in terms of
BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004) scores.

2.2 System Components

LUCE has a Python-based back-end and an inter-
active front-end dashboard. The architecture is
designed to provide seamless interaction between
data processing, opinion analysis, and output visu-
alisation, with each component integrated through
well-defined workflows.
Python-based Back-end. The back end is respon-
sible for processing the input data, running opinion
analysis models, and managing interactions with
the front end. It utilises several components to
ensure efficient and scalable operations. Commu-
nication between the back-end and front-end is
facilitated through REST API endpoints. These
endpoints handle requests, such as data submission,
analysis initiation, and result retrieval. The opinion
analysis modules encompass trained deep models
served using TorchServe4. The entire back-end is
encapsulated within a self-contained Docker im-
age, ensuring consistency and ease of deployment

4https://pytorch.org/serve/

https://pandem-2.eu
https://www.sfi.ie/challenges/future-digital/cathair-shamhlu/
https://www.sfi.ie/challenges/future-digital/cathair-shamhlu/
https://pytorch.org/serve/
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Figure 1: Main Modules in the current prototype of LUCE.

Figure 2: LUCE’s Structured Development Process.

across different environments. Docker enables the
system to run with all necessary dependencies, fa-
cilitating portability and simplifying the installa-
tion process. The back-end is hosted locally on a
Linux-based server.

Interactive Front-end Dashboard. The front end
is implemented using Streamlit5, an open-source
Python library that simplifies the creation of inter-
active web-based dashboards. LUCE’s dashboard
allows users to interact with the framework, view
the results of the opinion analysis, and explore the
data visually. Users can upload text data through
the dashboard (in two formats, as discussed in Sec-
tion 2.3), initiate the analysis process, and view
outputs such as sentiment scores, emotion classes,
top terms, and detailed visualisations. The front
end is designed to be simple and easy to use, ensur-
ing that both technical and non-technical users can
easily navigate the interface.

Workflow. The following steps summarise the
5https://streamlit.io

workflow between the back and front end.

• Data Input: The user uploads opinionated text
data through the dashboard, which triggers a
request to the back-end via a REST API.

• Model Processing: The back-end receives
the data (as JSON objects), processes it, and
passes it to the TorchServe model for infer-
ence.

• Opinion Analysis: The trained models analyse
the text data, identifying opinion dimensions
and aspect terms/categories. The results are
then packaged (as JSON objects) and sent to
the front end.

• Data Visualisation: The results are then
displayed on the Streamlit-based dashboard,
where users can interact with the various vi-
sual components and extract meaningful in-
sights.

• Real-Time Feedback: The system ensures
real-time feedback by updating the dashboard
with results as soon as they are available, pro-

https://streamlit.io
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viding an intuitive and responsive user experi-
ence.

The following section demonstrates this workflow
in detail, and Section 3 navigates through real-
world use cases where LUCE has been deployed
within various projects.

2.3 System Demonstration
LUCE’s dashboard allows an interactive user expe-
rience through multiple visualisation components
to facilitate the analysis of opinionated text. This
section provides a guided tour of the interactive
dashboard, highlighting LUCE’s main features.

Figure 7 shows a snapshot of the Home page
showing the main modules on the left-hand menu.
This page serves as the entry point to the frame-
work. It briefly introduces users to LUCE and ex-
plains how to upload and analyse their data.

Each module page has its upload page, which
allows users to submit their text data for analysis.
The dashboard accepts two input formats, raw text
and text file (comma-separated dataset), making
it adaptable for different needs. Figure 3 shows
both options side by side. Once the data is up-
loaded, the user can choose various options to pro-
ceed with the analysis through drop-down menus,
such as the type of opinion classification, e.g., senti-
ment, emotion, suggestion, etc., the language6, the
trained model (e.g., Attention-based (Baziotis et al.,
2017; Chronopoulou et al., 2018), Transformer-
based (Devlin et al., 2019; Liu et al., 2019), LLM-
based (Negi et al., 2024) models), the aspect term
extraction techniques (e.g., term extraction (Frantzi
et al., 2000; Zhang et al., 2016), keyphrase ex-
traction (Boudin, 2018; Campos et al., 2020)),
and aspect clustering mechanisms (e.g., centroid-
based (MacQueen, 1967) or hierarchical density-
based (McInnes et al., 2017)). Furthermore, when
uploading a comma-separated file, the user can
specify the file format in terms of text column, de-
limiter type, quotation type, etc.

Once the analysis is complete, the results will
automatically appear through a number of interac-
tive visual components in a dedicated section on
each module’s page. Generally, the result section
comprises the following:

• Opinion Distribution: The distribution of each
opinion dimension is represented by pie charts

6The dashboard is currently hosting the English-based
models, we will include the implemented multilingual models
in subsequent versions.

that break down the opinion categories within
the dataset. Below these pie charts, users can
find a bar chart highlighting the top 10 bi-
grams and a word cloud highlighting the most
frequently used words. Figure 4 shows an
example of the results section of opinion clas-
sification on a University Survey data.

• Text-level Analysis: A data frame view show-
ing individual text entries with their corre-
sponding identified opinion dimensions and
probabilities (e.g., sentiment polarity, emo-
tions categories, suggestion class, etc.) as
shown in Figure 8.

• Interactive Filters: Users can filter the results
based on specific criteria, such as opinion
class or keyword.

2.4 Supported Functionality

The current prototype provides language analysis
in terms of 1) opinion dimensions and 2) topics
(aspect terms and categories)7. For opinion di-
mensions, the current version of LUCE supports
sentiment analysis, emotion analysis, and sugges-
tion classification. Sentiment analysis is concerned
with identifying whether a sentence holds a posi-
tive, negative, or neutral sentiment (Liu and Zhang,
2012; Rosenthal et al., 2017). Emotion analysis
further identifies emotional expressions conveyed
in the text by utilising various psychological clas-
sification schemes. We employ an extension of
the Plutchik (1980) model to identify 11 expres-
sions (Mohammad et al., 2018): anger, anticipa-
tion, disgust, fear, joy, love, optimism, pessimism,
sadness, surprise, and trust. The task of suggestion
detection focuses on classifying a given post as to
whether it contains a suggestion or not (Negi et al.,
2019).

The uploaded data can revolve around a specific
theme or topic. However, it is essential to analyse it
on a fine-grained level to understand the subtopics
(aspects) discussed. This analysis is referred to as
aspect mining, where aspect terms and categories
are extracted from opinionated text through a multi-
stage process that involves the extraction of aspect
terms (features) of an entity or object in a particu-
lar domain and figuring out opinions about those
aspects. The process can also involve assigning

7The framework already supports suggestion span extrac-
tion, but it was not included in the dashboard when this
manuscript was submitted.
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Figure 3: A snapshot of the input formats, raw text and text file, which LUCE’s dashboard offers.

Figure 4: A snapshot of the pie charts in the opinion dimension analysis result.

the identified aspect terms to predefined higher-
level categories (Pang and Lee, 2008; Liu, 2020).
Aspect term identification is hosted on a separate
page on the dashboard where the user can upload
text dataset as shown in Figure 5. Once the analy-
sis is done, aspect terms and their corresponding
categories will be visualised in a tabular format.
Additionally, the end-user can inspect a visualisa-
tion of the clustered aspects, as shown in Figure 6.

Furthermore, the aspect categories identified for
a given dataset can be reused to annotate new un-
seen text from the same domain (see Figure 9 in
Appendix A).

3 Use Cases

An initial prototype of LUCE has been deployed
within multiple projects to address a wide range of
use cases across various domains and types of text.
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Figure 5: A snapshot of the data loading option on the
Aspect Identification page. The user can upload raw
text or a text file.

Figure 6: A screenshot of the aspect clustering result
of the COVID dataset.

Public Health. The forerunner prototype of LUCE
has been deployed in the EU-funded PANDEM-
2 project. The project focused on pandemic pre-
paredness and response and included an initial
prototype of the language analysis framework to
support two-way communication8 on social media
during pandemics. Public health agencies within
the project’s consortium have extensively used the
proposed solution and validated the need for in-

8Two-way communication ensures the mutual flow of in-
formation between multiple parties, e.g., the public and public
health agencies.

sight extraction from social media with the frame-
work’s demonstrated capabilities. In this project,
tweets (rebranded as X posts) related to COVID-19
were analysed in real-time. The live streaming of
tweets was done using the ECDC-developed tool
Epitweetr (Espinosa et al., 2022) before discon-
tinuing the free API access. Figure 109 shows a
snapshot of the social media analysis page on the
PANDEM-2 dashboard showing trending topics at
a specific period during the COVID-19 pandemic,
along with sentiment/emotion analysis. The inter-
active dashboard permitted the comparison of opin-
ion dimensions across countries based on the end-
user choice (Figure 11). Moreover, the conducted
suggestion analysis gave public health managers
the ability to sift through the communicated sugges-
tions on social media by the general public based
on dynamically identified categories (as shown in
Figure 12). The implemented filtering mechanisms
in the user interface facilitated analysing public
communication in a particular country, in a particu-
lar language, or time period according to the needs
of end-users. In addition to analysing real-time
tweets, the system was used to analyse a stratified
hydrated random sample of around 500K tweets of
a publicly available large-scale COVID dataset of
tweets (Lamsal, 2021).

Urban Development. Following the successful
implementation of the advanced opinion analy-
sis technology in the PANDEM-2 project, the
SFI-National Challenge-funded Platform Urbanism
project, in collaboration with Galway City Council,
was encouraged to use it to analyse public com-
munication. The project specifically concentrated
on analysing Reddit posts around Galway City10

to identify various opinion dimensions and aspects
of concern to the Irish citizens regarding the city’s
urban development.

University Research Process Improvement. Cur-
rently, the LUCE prototype is being used in the
University of Galway Research Process Improve-
ment project to analyse staff survey responses to
university support of excellent and impactful re-
search. The language analysis is conducted on the
textual responses to open-ended questions from
the survey. The management and consultants use
the outcome to understand the barriers within the
current processes and operating models to enable

9Some figures are moved to Appendix A due to space
limitations.

10https://www.reddit.com/r/galway/

https://www.reddit.com/r/galway/
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research and innovation.

4 Conclusion and Future Work

We introduced LUCE, an advanced dynamic frame-
work for opinionated text analysis to study pub-
lic communication. The current beta prototype
of LUCE features computational state-of-the-art
neural-based modules of text classification and ex-
traction explicitly designed for analysing different
elements of opinions, e.g., sentiment/emotion, sug-
gestion, and topics. The framework is designed
with a modular architecture to ensure scalability
and extensibility for future versions, supporting a
wide range of NLP tasks. LUCE comprises pre-
trained models, python-based APIs, and a user-
friendly dashboard, ensuring an intuitive user expe-
rience. We have validated the technology in rele-
vant environments and demonstrated its capabilities
and performance across diverse use cases in differ-
ent domains and applications. Currently, we are
expanding the opinion dimensions module to en-
compass additional identification tasks such as sar-
casm and hate speech and enhancing the dashboard
design to include an extraction module developed
for analysing suggestion text.

5 Broader Impact

The LUCE framework and the proposed technol-
ogy will have substantial societal, political, and
academic impacts due to the universal need of or-
ganisations, such as public service agencies, gov-
ernment entities, and corporations, to understand
opinionated data produced in massive volumes
daily. Such understanding permits 1) the adjust-
ment of communication approaches, 2) the sup-
port of decision-making and policies, and 3) the
building of public trust, ultimately improving pub-
lic/private service delivery. The deployment of
this prototype in various projects, such as the EU-
funded PANDEM-2, proved its timeliness and ne-
cessity. We have engaged with potential stake-
holders in the public health sectors and beyond,
gathering valuable feedback to refine the proposed
technology. Prospective national and international
stakeholders showed interest in the prototype and
are seeking to beta-test future versions of LUCE.
Other prospective stakeholders include national
public agencies, research institutions, and compa-
nies. In all cases, the stakeholders have emphasised
the need for insight extraction from user-generated
content with the capabilities demonstrated using

the LUCE prototype.

6 Ethical Considerations

Privacy/Copyright. One of the ethical considera-
tions we are tackling is the privacy and copyright
of the uploaded datasets by end-users. Since the
framework relies on collecting and analysing text
data, it is crucial to ensure that 1) the framework
is secure enough to handle and protect private data
and 2) the uploaded data is collected without in-
fringing copyright or redistribution policies.

Bias. The computational models implemented in
the LUCE framework are trained on benchmark
datasets that may reflect inherent bias, which, in
turn, can affect the fairness and accuracy of the
analysis. To mitigate this, we conduct regular
qualitative analysis11 on the data to understand the
framework’s performance to improve fairness and
reduce bias.
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Figure 7: LUCE’s Structured Development Process.

Figure 8: A snapshot of the tabular output of the opinion dimension analysis on the University Survey Data. The
text is blurred due to copyright restrictions.
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Figure 9: A snapshot of aspect annotation of a new given text.
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Figure 10: A snapshot of the social media analysis page of the forerunner prototype of LUCE deployed within the
PANDEM-2 project.
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Figure 11: A snapshot comparing the emotions extracted around vaccine topic in Germany versus Ireland using the
forerunner prototype of LUCE deployed within the PANDEM-2 project.

Figure 12: A snapshot of the results of the suggestion analysis module in the forerunner prototype of LUCE
deployed within the PANDEM-2 project.
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