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Abstract

It is practically useful to provide consistent and
reliable word segmentation results from differ-
ent criteria at the same time, which is formu-
lated as the multi-grained word segmentation
(MWS) task. This paper describes a probabilis-
tic toolkit for MWS in Chinese. We propose
a new MWS approach based on the standard
MTL framework. We adopt semi-Markov CRF
for single-grained word segmentation (SWS),
which can produce marginal probabilities of
words during inference. For sentences that con-
tain conflicts among SWS results, we employ
the CKY decoding algorithm to resolve con-
flicts. Our resulting MWS tree can provide the
criteria information of words, along with the
probabilities. Moreover, we follow the works in
SWS, and propose a simple strategy to exploit
naturally annotated data for MWS, leading to
substantial improvement of MWS performance
in the cross-domain scenario.

1 Introduction

Given an input sentence consisting of n charac-
ters, denoted as x = c0c1. . .cn−1, the goal of
word segmentation (WS) is to produce a word se-
quence, denoted as y = w0w1 . . . wm−1, where
wk = ci . . . cj represents a word, which is also
denoted as (i, j) afterwards.

Since words are the basic units for expressing
conception or meaning, WS is fundamental for
tasks like syntactic parsing, semantic parsing, infor-
mation extraction, etc. Over the past decade, thanks
to the development of deep learning, especially
of pre-trained language models like BERT (De-
vlin et al., 2019), research on WS has made great
progress (Wang et al., 2018; Zhao et al., 2018b; Shi
et al., 2019; Yang, 2019; Li et al., 2023; Xu, 2024),

Meanwhile, there exist multiple WS criteria that
follow different linguistic theories or target differ-
ent scenarios in which WS results are required. For
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苏 州大 学

Figure 1: An MWS tree produced by our demo.
Word-by-word translation is: “下面(below) 是(is) 苏
州大学(Soochow University) 计算机(computer) 学
院(department)长期(long-term)规划(plan)”. The la-
bels of non-terminal nodes give which criteria each word
comes from, in the descending order of marginal prob-
abilities in the three SWS results (C for CTB, M for
MSR, and P for PKU).

each criterion, WS data are manually annotated
with great effort. In practice, it is often challeng-
ing to choose an appropriate WS criterion when
utilizing WS results. Current works provide two
directions for addressing this issue.

The first direction is the multi-criteria approach
(Chen et al., 2017; Gong et al., 2019; Huang et al.,
2020; Qiu et al., 2020; Chou et al., 2023). The
basic idea is to leverage datasets from all criteria
based on the multi-task learning (MTL) framework,
in order to improve single-grained WS (SWS) per-
formance of each individual criterion. Typically,
the model contains a shared encoder, and separate
decoders for each criterion.1 During inference, the
model can output all SWS results of all criteria
given a sentence.

One crucial problem with the multi-criteria ap-
proach is that one SWS result (ya) for one criterion

1Qiu et al. (2020) share both a encoder and a decoder, but
use an extra criterion embedding in the input layer to notify
the model.
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may conflict with that for another criterion (yb).
More specifically, ya contain a word that violates
the boundaries of a word in yb. For example, (3, 6)
conflicts with (2, 5), and also with (2, 4), but not
with (2, 8) nor (3, 4).

As discussed in Gong et al. (2017), such con-
flicts are extremely rare in multi-criteria WS data,
and when a word conflicts with another, it is al-
most certain that at least one of the two words is
erroneous. This observation leads to the second
direction, i.e., the multi-grained WS (MWS) task,
which is formally proposed by Gong et al. (2017).
MWS demands the model to resolve all conflicts,
and produce a consistent hierarchical tree, in which
non-terminal nodes correspond to word, as shown
in Figure 1.

Gong et al. (2017), and the subsequent Gong
et al. (2020), treat MWS as a constituent parsing
problem. Due to the lack of annotated MWS data,
they construct pseudo training data by performing
paired annotation conversion, upon three popular
SWS data, i.e., the Penn Chinese Treebank (CTB)
(Xue et al., 2005), the Microsoft Research Chinese
Word Segmentation (MSR) corpus (Huang et al.,
2006), and the People’s Daily Corpus (PKU) from
Peking University (Yu and Zhu, 1998). They also
manually construct two test datasets, i.e., the in-
domain NEWS-test, and the cross-domain BAIKE-
test. However, their works may have two short-
comings. First, automatic annotation conversion
itself is very challenging, and the resulting pseudo
training data may contain noises. Second, their
approach totally discards the criteria information,
that is, which criteria contribute to each word in the
resulting MWS tree, which may be useful in some
scenarios.

This work follows the direction of Gong et al.
(2017). We select three representative WS crite-
ria with different grain sizes: CTB, MSR, and
PKU. The CTB criterion adopts the finest-grained
approach, while the MSR criterion represents the
coarsest-grained one, typically treating entity infor-
mation as single words. The PKU criterion main-
tains a medium-grained approach between these
two extremes. These three different-grained seg-
mentation methods correspond to three subtasks in
our MTL framework. Based on this MTL frame-
work, we propose a new MWS approach. For SWS,
we employ semi-Markov CRF (semi-CRF), which
can generate word-level marginal probabilities dur-
ing inference. For sentences that contain conflicts
among SWS results, which account for less than
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Figure 2: Model architecture.

11% of all test sentences, we employ the CKY de-
coding algorithm (Kasami, 1966; Younger, 1967)
to resolve conflicts. Our resulting MWS tree can
provide the criteria information of words, along
with the probabilities. Moreover, we follow the
works in SWS, and propose a simple strategy to
exploit naturally annotated data for MWS, leading
to substantial improvement of MWS performance
in the cross-domain scenario.

We release our code package and pre-trained
models at https://github.com/SUDA-LA/
MWS-demo. Our proposed approach and code are
independent in languages, and therefore can be
applied to other languages lacking word delimiters
such as Japanese and Korean.

2 MWS via MTL and CKY

Figure 2 gives the model architecture of our pro-
posed approach. Under the MTL framework, three
SWS submodels are trained, and can produce three
SWS results in an independent manner during in-
ference. Then, we employ the CKY algorithm to
resolve the conflicts in the SWS results, producing
a MWS tree.

2.1 Semi-CRF for SWS
In this work, we follow Liu et al. (2016) and em-
ploy semi-CRF (Sarawagi and Cohen, 2004) for
SWS. Given scores of all spans, i.e., s(x, i, j) or
shorten as s(i, j), semi-CRF defines the score of a
candidate segmentation y as:

s(x,y) =
∑

(i,j)∈y

s(i, j) (1)

In this sense, semi-CRF belongs to the family of
span-based models, in contrast to the char-based se-

https://github.com/SUDA-LA/MWS-demo
https://github.com/SUDA-LA/MWS-demo
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quence labeling models (Sutton et al., 2007; Papay
et al., 2022)

As a probability model, semi-CRF then defines
the conditional probability of y as:

p(y|x) = exp(s(x,y))

Z(x) ≡
∑

y′∈Y exp(s(x,y′))
(2)

where Z(x) is the normalization term, and Y rep-
resents the set of all legal WS results.

Training loss. Given a mini-batch, i.e., B =
{xi,yi}bi=1, the loss is defined as:

L(B) = − 1

#word
×

b∑
i=1

log p(yi|xi) (3)

where #word is the total number of words in B.

Inference. Semi-CRF aims to find the optimal
segmentation using an efficient dynamic program-
ming algorithm.

ŷ = argmax
y∈Y

s(x,y) (4)

The computational complexity is O(n2), but can
be reduced to O(Mn) = O(n) by constraining the
maximum word length to a small constant, e.g.,
M = 15.

Marginal probabilities. One important feature
of semi-CRF is that it can produce the marginal
probability of candidate words.

p((i, j)|x) =
∑

(i,j)∈y∈Y

p(y|x) (5)

Afterwards, we use p(i, j) as a short form of
p((i, j)|x). Marginal probabilities are crucial for
this work, as shown soon.

2.2 MTL-based Model Architecture

This work employs the MTL framework for MWS
by treating each segmentation granularity as an
individual task, as shown in Figure 2.

BERT as the shared encoder. They three tasks
share the encoder. The parameters of BERT are
fine-tuned during training, instead of frozen. For
each character ci in the input sentence, we use
the output vector of the top layer of BERT as the
contextual representation vector, i.e., hi.

Boundary representation and Biaffine scoring.
We follow the constituency parsing work of Zhang
et al. (2020), and employ MLPs to obtain boundary
representation and a Biaffine component to com-
pute scores of candidate spans. Each of the three
tasks has separate MLPs and Biaffine component.

Inference. The three tasks independently pro-
duce optimal WS results, i.e., ŷCTB, ŷMSR, and ŷPKU.
If the results have no conflicts, then we can build a
hierarchical tree as shown in Figure 1, and consider
it as the final MWS result.

Training. Each mini-batch is composed of sen-
tences from the three training datasets, and three
training losses are summed.

L(.) = L(BCTB) + L(BMSR) + L(BPKU) (6)

2.3 Resolving Conflicts via CKY over
Marginal Probabilities

However, there may exist conflicts in the SWS re-
sults. For instance, ŷCTB say that (4, 6) is a word,
whereas ŷMSR say (3, 7) is a word. Such overlap-
ping makes it impossible to build a hierarchical
tree, and is prohibited in MWS, as discussed in
Section 1. In such circumstance, at least one of
the two words must be erroneous and should be
discarded.

Using our basic model, we find that the percent-
age of sentences having conflicts among SWS re-
sults is 1.7% in the in-domain NEWS-test data, and
10.9% in the cross-domain BAIKE-test data.

To resolve conflicts, we employ the CKY algo-
rithm to produce a MWS tree. Please kindly note
that we cannot directly use the scores of spans, i.e.,
s(i, j), for CKY decoding. The reason is that the
MLPs and Biaffines are independent for the three
SWS tasks, and thus the scores are incomparable
and may differ in the order of magnitude. Instead,
we use the marginal probabilities, i.e., p(i, j), as
normalized scores. If a word appears in two SWS
results, we choose the higher probability. For in-
stance, if both ŷCTB and ŷMSR say that (4, 6) is word,
with probabilities of 0.9 and 0.8 respectively. Then
the normalized score of the word is 0.9 during CKY
decoding.

Prior to decoding, we constrain the search space
by modifying marginal probabilities 2. For spans

2We conduct experiments comparing the performance with
and without constraints on marginal probabilities. Results
show that applying these constraints yields a 0.1 F-score im-
provement on the NEWS-test.
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conflicting with existing SWS words, we set their
probabilities to −∞. For internal SWS conflicts,
like (1, 3) and (2, 4), we treat their union (1, 4)
as valid, setting probabilities of spans conflicting
with (1, 4) to −∞. This allows CKY decoding to
resolve conflicts between (1, 3) and (2, 4), deter-
mining the correct segmentation.

The goal of CKY decoding is:

t̂ = argmax
t∈T

s(x, t) ≡
∑

(i,j)∈t

p(i, j)

 (7)

where t is a binarized tree. After obtaining t̂, we
only detain words in ŷCTB ∪ ŷMSR ∪ ŷPKU as the final
MWS result.

For example, consider the anchor text fragment
"生活水平线" (living standard line). Under the
CTB criterion, it should be segmented as "生活|水
平线" (life | standard line), while PKU criteria sug-
gest "生活水平|线" (living standard | line). These
conflicting word boundaries within the anchor text
make it impossible to construct a proper hierarchi-
cal structure directly. Our proposed CKY decod-
ing algorithm assigns a score to each candidate
word within the anchor text fragment. In this case,
the segmentation "生活|水平线" receives a higher
probability score, leading to the final hierarchi-
cal structure "[[生活][水平线]]" ([[life][standard
line]]).

3 Utilizing Naturally Annotated Data

Previous works successfully improve performance
of SWS using naturally annotated data (Jiang et al.,
2013; Liu et al., 2014; Zhao et al., 2018a). The ba-
sic assumption is that anchor texts in web pages are
strong clues for word boundaries. Below is an ex-
ample sentence containing an anchor text, omitting
the invisible hyperlink.
下0面1是2苏3州大学计算机学院11长12期规划

We can see that (3, 11) correspond to an anchor
text. Then, there should a word boundary between
c2 and c3, and another word boundary between c11
and c12. Any words that span any of the two bound-
ary would produce conflicts, e.g., (2, 5), (2, 6), etc.
In contrast, words like (3, 6) and (7, 9) do not con-
flict.

In this work, we utilize such naturally annotated
data to further improve the performance of MWS.
We collect about 12 million sentences with anchor
texts from the Baidu Baike website3 (abbreviated as

3https://baike.baidu.com/

BAIKE, similar to Wikipedia) after data cleaning.
The major reason for using the BAIKE data instead
of Wikipedia is that the evaluation data constructed
by Gong et al. (2020) is also from BAIKE. We can
directly see the effect of using naturally annotated
data. Meanwhile, considering the broad genre cov-
erage and large scale of BAIKE data, we expect
that the improved model can obtain performance
boost on a variety of texts, especially up-to-date
texts.

Obtain partial MWS annotations. We apply the
basic MWS model to BAIKE sentences without
performing CKY decoding. Thus each sentence
has three SWS results, corresponding to the three
SWS criteria. To improve data quality, we discard
sentences containing conflicts. We distinguish two
types of conflicts. The first is that one SWS result
conflicts with the boundaries of the anchor texts,
and the second is that two SWS results contain
conflicts.

After filtering sentences with conflicts, each sen-
tence has three self-consistent SWS results. Then
we only detain words inside the anchor text, and
leave other parts of the sentence unsegmented. This
is known as partial annotation. Taking the CTB
criterion as an example, the resulting training sen-
tence is:

下面是 /苏州/大学/计算机/学院/ 长期规划

Similarly, the PKU and MSR criteria respectively
get one partially annotated sentence for training.

Training with partial annotation. Similar to
linear-chain CRF (Liu et al., 2014), semi-CRF can
be extended to accommodate such partially anno-
tated sentences. One BAIKE sentence would re-
ceive three losses, corresponding to three SWS
criteria, and we use their average as the final loss
for the sentence.

4 Experiments

Data. The data used in this study is consistent
with that used by Gong et al. (2020). It primarily
comprises training sets from three annotation stan-
dards: CTB, MSR, and PKU, along with NEWS-
dev, NEWS-test, and BAIKE-test datasets that have
manually annotated multi-grained labels. Addi-
tionally, they employed a pseudo multi-grained la-
beled training data, referred to as Pseudo. Table 1
presents the statistics of these datasets.

https://baike.baidu.com/
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Settings. Following Gong et al. (2017), we use
the standard evaluation metrics of F1 score, preci-
sion (P), and recall (R) to assess the performance
of MWS.

We compared the performance of multiple meth-
ods using a fine-tuned BERT 4 (Devlin et al., 2019)
as the encoder. The model configuration follows
the setup described by Zhang et al. (2020). The
training process for BERT involves 15 epochs, with
early stopping applied based on performance on
the development set.

4.1 Benchmark Methods

We employ four methods for comparison. Along-
side the MTL method proposed in this work, we
replicate two benchmark methods: tree parsing and
single-task learning.

1. Tree-based: In the study by Gong et al.
(2020), a span-based parser was trained using
pseudo MWS data. Our replicate tree-based
method aligns with the pseudo-labeled data
they employ, and we extend their code by us-
ing BERT as the encoder.

2. Separate: Three SWS models are trained sep-
arately on the CTB, MSR, and PKU datasets.
The results from three models are directly
combined as the MWS results5.

3. Ours without CKY: We employed a MTL
framework to train three SWS submodels, en-
abling us to acquire MWS results according
to three different criteria while preserving the
criteria information of words.

4. Ours with CKY: Similar to Ours without
CKY, but we introduced the CKY algorithm
to resolve conflicts in the SWS results, thus
generating the final MWS tree.

4.2 Main Result

Table 2 compares various methods on the NEWS-
test and BAIKE-test datasets.

Comparison with baselines. We first compare
our method with the single-task learning method
(Separate) and the span-based parsing method
(Tree-based) on NEWS-test and BAIKE-test
datasets. Our observations indicate that Sepa-
rate achieves relatively high recall compared to
other methods, however, its precision is signifi-
cantly lower due to its disregard for connections
among different heterogeneous SWS data. The

4https://huggingface.co/bert-base-chinese
5Conflicting words are all included in the final results.

Dataset Annotation #Sents #Words OOV(%)

Train

CTB SWS 16,091 437,991 -
MSR SWS 78,226 2,121,758 -
PKU SWS 46,815 1,097,839 -

Pseudo MWS 138,628 4,127,461 -

Dev NEWS MWS 1,000 31,477 4.69

Test
NEWS MWS 2,000 63,108 4.96
BAIKE MWS 6,320 14,450 40.71

Table 1: Data statistics in our experiments. Pseudo
refers to automatically generated pseudo data. SWS and
MWS stand for single-grained labels and multi-grained
labels, respectively.

Model
NEWS-test BAIKE-test

P R F1 P R F1

Gong20 95.24 90.59 92.86 48.39 38.91 43.14
Tree-based† 94.69 92.05 93.36 56.17 63.68 59.93
Separate 92.49 94.08 93.28 52.40 75.87 61.99
Ours (w/o CKY) 94.05 93.07 93.56 54.72 74.37 63.05
Ours 95.26 93.14 94.19 58.01 73.20 64.73

Adding BAIKE 94.40 93.73 94.06 60.30 76.76 67.54

Table 2: The performance of different methods on the
in-domain NEWS-test and the cross-domain BAIKE-
test. Gong20 represents the work of Gong et al. (2020),
which uses BiLSTM as the encoder. We modify their
code to use BERT instead and retrain the model using
the same training data, as indicated by †.

Tree-based model, conversely, attains relatively
high precision at the expense of a lower recall.
In contrast, the proposed method (Ours without
CKY) demonstrates significant enhancements on
both the NEWS-test and BAIKE-test datasets. It
shows F1 score improvements of 0.2 and 3.12, 0.28
and 1.06 respectively, compared to these two base-
line methods. These results underscore the suitabil-
ity of our method for MWS tasks and its effective-
ness in domain transfer.

Impact of conflict resolution. We further inves-
tigate the impact of the conflict resolution strat-
egy.6 Compared to Ours without CKY, which
simply overlooks conflicts, Ours with CKY shows
notable performance enhancements. Our conflict
resolution method demonstrates F1 score improve-
ments of 0.63 and 1.68 on NEWS-test and BAIKE-
test datasets, respectively. These results highlight
the advantageous nature of conflict resolution in

6According to our statistical analysis, 1.7% of the sen-
tences in the NEWS test set and 10.9% of the sentences in the
BAIKE test set contain conflicts.

https://huggingface.co/bert-base-chinese
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Figure 3: The SWS produced by our demo. Due to
space limitations, only partial results are presented here;
more detailed segmentation results are provided in the
video demonstration we submit.

the MWS task. Ultimately, our method (Ours with
CKY) outperforms the current SOTA model (Tree-
based), achieving improvements of 0.83 and 4.8
on the two test datasets.

Analysis of Additional BAIKE Training Data
Impact. To enhance the model’s performance
on cross-domain BAIKE-test, we introduced ad-
ditional BAIKE training data to Ours with CKY.
The data selection process followed the method de-
scribed in Section 3, resulting in a refined dataset of
110,000 training samples. In the selected BAIKE
sentences, the marginal probabilities of words in
partially annotated sections ranged from 0.1 to 0.5.
Experimental (Adding BAIKE) results demon-
strate that incorporating this additional BAIKE
training data significantly improved the model’s
cross-domain generalization capability. Specifi-
cally, We observe substantial improvements of 2.29,
3.56, and 2.81 in P, R, and F1 score, respectively.
These findings underscore the crucial role of addi-
tional BAIKE data in enhancing the model’s cross-
domain adaptability.

5 System Overview

We encapsulate our trained model and provide both
programmatic and graphical interfaces to support

sentence prediction analysis.

Programmatic Interface. We encapsulate the
trained model into a Python module named Mws.
Researchers and developers can easily import and
utilize this module with concise import statements.
This modular approach enhances the model’s porta-
bility and integrability, facilitating seamless inte-
gration into various Python projects and providing
robust word segmentation support for downstream
natural language processing tasks. Below is a par-
tial output of sentence prediction using Mws. We
provide a more detailed explanation of the usage
of the Mws package in Appendix.

>>> from mws import Mws
>>> predictor=Mws()
>>> data=predictor.predict("下面是苏州大
学计算机学院长期规划")
>>> data.mws_res
[(0, 2),(2, 3),(3, 5),(3, 7),(3, 12),
(5, 7),(7, 10),(10, 12),(12, 14),(14, 16)]
>>> data.mws_prob
[1.0, 1.0, 0.49, 0.18, 0.33, 0.49,
0.6, 0.6, 0.99, 0.99]

Graphical User Interface. We develop a com-
prehensive web-based system to present the hier-
archical structure of MWS. The backend is built
with Flask, implementing a RESTful API for ef-
ficient communication. The interactive front-end,
constructed using HTML, CSS, and JavaScript, al-
lows users to input sentences, select model con-
figurations, and view real-time prediction results.
We employ the Fetch API for asynchronous com-
munication with the backend. ECharts is utilized
to render interactive tree diagrams, providing an
intuitive visualization of MWS output. This archi-
tecture ensures a seamless and informative user
experience for exploring MWS results.

The tree diagram, as shown in Figure 1, displays
the hierarchical structure of MWS results and word
criteria information. Leaf nodes represent char-
acters, while non-leaf nodes indicate the criteria
source of each word. For example, "苏州大学计
算机学院" (School of Computer Science and Tech-
nology, Soochow University) is annotated as MSR,
with "苏州大学" (Soochow University) segmented
by PKU, "计算机" (computer) and "学院" (depart-
ment) segmented by CTB and PKU, and "苏州"
(Suzhou) and "大学" (University) by CTB.

The interface, illustrated in Figure 3, allows
users to view SWS results based on different an-
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notation criteria (MSR, CTB, PKU) and displays
candidate words with marginal probabilities ex-
ceeding 0.01. This comprehensive view facilitates
in-depth analysis of model behavior.

Performance Analysis. We evaluate the sys-
tem’s performance from both programmatic and
web-based interfaces to assess its real-time applica-
tion capabilities. For the programmatic interface,
our model achieves a prediction speed of 40 sen-
tences per second on a GPU (1080Ti) server, which
meets the requirements of most real-time applica-
tions, such as text preprocessing in NLP pipelines
and online document analysis. Our lightweight
model design enables easy deployment on stan-
dard servers or integration into larger systems. For
the web interface, we have implemented request
rate limiting and response caching mechanisms to
ensure system stability and optimal performance,
maintaining responsive performance for real-time
user interactions.

6 Conclusion

This work advances the state-of-the-art (SOTA)
in MWS research through three key contributions.
First, we apply span-based CWS methods to the
MWS task, assessing our model on in-domain
NEWS test data and cross-domain BAIKE test data.
The MWS tree provides criteria information for
words, and SWS offers more possible candidate
words. Second, we introduce the CKY decoding
algorithm to resolve segmentation conflicts, which
significantly improved model performance. Our ex-
periments demonstrate that this conflict resolution
approach led to improvements of 0.63 and 1.68
F-scores on the NEWS-test and BAIKE-test, re-
spectively. Finally, we explore the impact of data
quality on model performance based on marginal
probabilities and enhance the model’s performance
on cross-domain data by using a local loss function.
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Appendix A: More Details on Module APIs

Upon inputting a Chinese sentence and invoking
the programming interface, the system returns a
comprehensive set of results. To access this seg-
mentation service, users can download the project
from our provided GitHub repository 1 and config-
ure the local environment. Once being set up, the
system outputs the following:

1. MWS results, accompanied by the probability
of each word as determined by CKY decod-
ing.

2. SWS results under three different annota-
tion standards, along with their corresponding
marginal probabilities.

3. For each annotation standard, additional can-
didate words with marginal probabilities ex-
ceeding 0.01, as derived from Semi-CRF de-
coding.

>>> from mws import Mws
>>> predictor=Mws()
>>> data=predictor.predict("下面是苏州大
学计算机学院长期规划")
>>> data.sentence
'下面是苏州大学计算机学院长期规划'
>>> data.mws_res
[(0, 2),(2, 3),(3, 5),(3, 7),(3, 12),
(5, 7),(7, 10),(10, 12),(12, 14),
(14, 16)]
>>> data.mws_prob
[1.0, 1.0, 0.49, 0.18, 0.33, 0.49,
0.6, 0.6, 0.99, 0.99]
>>> data.ctb_res
[(0, 2),(2, 3),(3, 5),(5, 7),(7, 10),
(10, 12),(12, 14),(14, 16)]
>>> data.ctb_prob
[1.0, 1.0, 1.0, 1.0, 1.0, 0.99, 0.99, 1.0]
>>> data.msr_res
[(0, 2),(2, 3),(3, 12),(12, 14),(14, 16)]
>>> data.msr_prob
[1.0, 1.0, 0.99, 0.99, 0.99]
>>> data.pku_res
[(0, 2),(2, 3),(3, 7),(7, 10),(10, 12),
(12, 14),(14, 16)]
>>> data.pku_prob
[1.0, 1.0, 0.54, 0.8, 0.8, 0.98, 0.98]
>>> data.ctb_cand
[(11,15)]
>>> data.msr_cand
[(3,12)]
>>> data.pku_cand
[]
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