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Abstract

Current keyword decision-making in spon-
sored search advertising relies on large, static
datasets, limiting the ability to automatically
set up keywords and adapt to real-time KPI
metrics and product updates that are essential
for effective advertising. In this paper, we pro-
pose On-the-fly Keyword Generation (OKG),
an LLM agent-based method that dynamically
monitors KPI changes and adapts keyword gen-
eration in real time, aligning with strategies
recommended by advertising platforms. Addi-
tionally, we introduce the first publicly accessi-
ble dataset containing real keyword data along
with its KPIs across diverse domains, providing
a valuable resource for future research. Exper-
imental results show that OKG significantly
improves keyword adaptability and responsive-
ness compared to traditional methods. The
code for OKG and the dataset are available at
https://github.com/sony/okg.

1 Introduction

In Sponsored Search Advertising (SSA) (Fain and
Pedersen, 2006; Hillard et al., 2010), advertisers
bid on keywords that potential customers use in
search engine queries when looking for products
or services (Google, 2024a). The highest bids and
most relevant ads typically secure the best place-
ments, appearing alongside or above search results.
This approach targets users at the moment they
express interest, increasing the likelihood of them
visiting the advertiser’s website and making a pur-
chase (Lee et al., 2018).

This is where keyword decision in SSA becomes
crucial (Google, 2024a). By carefully selecting or
generating relevant keywords, advertisers can en-
sure their ads reach users who are most likely to
be interested in their offerings. Effective keyword
decision not only boosts the ad’s visibility1 but also

1https://support.google.com/google-ads/
answer/2453981?hl=en
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Figure 1: This visual contrasts the traditional keyword
generation strategy with our OKG Agent, demonstrat-
ing the motivation behind our work.

enhances its relevance2, leading to better engage-
ment and higher conversion rates.

Conventionally, keyword decisions for SSA
have relied heavily on deep generation-based meth-
ods. For instance, (Lee et al., 2018) utilized a con-
ditional GAN (Mirza and Osindero, 2014) to ex-
pand queries into bid keywords, while (Lian et al.,
2019) employed a seq2seq model (Sutskever, 2014)
to generate ad keywords from queries. Recently,
significant advancements in LLMs (Achiam et al.,
2023; Reid et al., 2024) in knowledge-intensive
tasks have sparked new ideas not only in keyword
decision but also in other related fields such as
information retrieval. (Ziems et al., 2023) used
GPT-3 to directly map queries to relevant docu-
ment identifiers, and (Wang et al., 2024) generated
keywords by prompt tuning and a tree-based con-
strained beam search.

While both deep generation-based methods
and LLM-based approaches have significantly ad-
vanced keyword generation, they come with no-
table drawbacks. Firstly, these methods depend on
extensive keyword datasets, making them inacces-
sible to most advertisers who lack such data, es-
pecially given the absence of public datasets. Sec-
ondly, they fail to address the need for an adaptive,
performance-driven approach in the rapidly evolv-
ing landscape of search advertising. Since both
types of methods rely solely on offline data, they

2https://support.google.com/google-ads/
answer/6167118?hl=en

https://github.com/sony/okg
https://support.google.com/google-ads/answer/2453981?hl=en
https://support.google.com/google-ads/answer/2453981?hl=en
https://support.google.com/google-ads/answer/6167118?hl=en
https://support.google.com/google-ads/answer/6167118?hl=en
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are inherently limited in their ability to monitor
and adapt to real-time performance metrics, such
as keyword clicks. This lack of real-time feedback
creates inefficiencies, as models cannot adjust to
performance metrics like clicks and conversions,
or to rapidly changing product information. Plat-
forms like Google3 and ad agencies emphasize the
importance of continuously monitoring keyword
performances4 and responding to new data, such as
real-time trends in user search habits, product up-
dates, or promotions (e.g., new discounts) (Römer
et al., 2010). Without this real-time adaptability,
models may generate keywords that seem relevant
but fail to capture current market conditions, lead-
ing to wasted ad spend and a lower return on in-
vestment.

In this paper, as shown in Fig 1, we propose
OKG, an LLM agent-based approach to SSA key-
word generation that addresses the limitations of
previous methods. Unlike these approaches, OKG
continuously learns and evolves by observing the
performance of generated keywords in live cam-
paigns, enabling it to dynamically identify trends
and optimize keyword selection. The original con-
tributions of OKG are summarized as follows:

• OKG leverages real-time information for
advertising production, monitors keyword
performance, and adapts automatically to
changes. This capability allows the agent to
judiciously expand the keyword list based on
live performance data, ensuring that the key-
word strategy evolves with market conditions
and campaign insights.

• We propose an adaptive keyword generation
method within OKG that strategically ex-
pands keywords in two dimensions: deeper
and wider. The deeper expansion extends
existing keyword categories to increase speci-
ficity and relevance, while the wider expan-
sion explores new categories to capture di-
verse user interests and enhance campaign
reach. This dual approach diversifies the key-
word set while maintaining relevance, dynam-
ically adapting to the evolving advertising
landscape.

• We present a publicly accessible dataset that
includes real-world Japanese keyword data

3https://support.google.com/google-ads/
answer/1722084?hl=en

4https://agencyanalytics.com/blog/
google-ads-metrics

with its KPIs across various domains, such as
financial services, electronic devices, online
shops, and AI services. This dataset is the first
of its kind to be openly available, providing a
valuable resource for training and evaluation
in future research in SSA keyword generation.

2 Related Works

This section delves into the existing methodolo-
gies in SSA keyword generation, critically exam-
ining their inherent limitations and the specific
challenges they fail to overcome.

2.1 Direct Keyword Generation Using
Generative Methods

This section reviews two key studies that demon-
strate how generative methods can directly gener-
ate keywords for sponsored search ads, showing
how neural models can improve keyword genera-
tion.

Using GANs for Keyword Generation The first
study by (Lee et al., 2018) uses Generative Ad-
versarial Networks (GANs) to generate bid key-
words from user queries, focusing on rare queries
where traditional methods struggle. They use a
sequence-to-sequence model as the generator to
produce keywords based on queries, while a re-
current neural network acts as the discriminator to
refine the keywords through an adversarial process.

NMT for Constrained Keyword Retrieval The
second study (Lian et al., 2019) applies Neural
Machine Translation (NMT) to directly generate
keywords from user queries in a search engine
context. This end-to-end approach skips traditional
steps like query rewriting. They use a Trie-based
pruning technique during beam search to ensure
that only valid keywords are generated, addressing
the need to stay within a specific set of keywords.

2.2 Advancements in Keyword Generation
Using Large Language Models

This section highlights two recent studies using
Large Language Models (LLMs) for document
and keyword retrieval, showing how LLMs can
transform search tasks.

LLM for Document Retrieval The first study
(Ziems et al., 2023) overcomes the limitations of
dual-encoder retrievers by using an LLM to di-
rectly generate URLs for document retrieval. In-
stead of encoding questions and documents sepa-

https://support.google.com/google-ads/answer/1722084?hl=en
https://support.google.com/google-ads/answer/1722084?hl=en
https://agencyanalytics.com/blog/google-ads-metrics
https://agencyanalytics.com/blog/google-ads-metrics
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rately, the LLM generates URLs by deeply interact-
ing with user queries. By using a few Query-URL
examples, it successfully retrieves relevant doc-
uments, with nearly 90% accuracy in answering
open-domain questions.

LLM for Keyword Generation in Sponsored
Search (Wang et al., 2024) presents an LLM-
based keyword generation method (LKG) that
treats keyword matching as an end-to-end task.
Unlike traditional methods that follow a retrieve-
judge-rank process, LKG uses multi-match prompt
tuning, feedback tuning, and a prefix tree for con-
strained beam search to generate more accurate
keywords.

2.3 Limitations of Current Generative and
LLM-Based Approaches

Despite the advances in using generative and LLM-
based methods for keyword generation, there are
still key limitations that impact their effectiveness
in dynamic search advertising.

Dependence on Large Datasets These methods
often rely on access to large, proprietary query-
keyword datasets, which are not available to most
advertisers. Without these extensive data resources,
smaller advertisers are at a disadvantage, as there
are no comprehensive public datasets available.

Limited Real-Time Adaptability Most current
approaches use offline data, making it hard for
them to adapt to the constantly changing search
advertising landscape. This lack of real-time up-
dates means they can’t adjust quickly to changes in
keyword clicks, conversions, user search behaviors,
or market trends. As a result, they may generate
keywords that seem relevant but don’t fit current
conditions, leading to wasted ad spend and poor
performance.

Lack of Continuous Monitoring Successful
keyword strategies require ongoing monitoring and
updates based on new data. Without this flexibility,
even the most advanced models may fail to deliver
optimal results in the rapidly changing world of
digital advertising.

These limitations highlight the need for new
methods that combine powerful modeling tech-
niques with the ability to respond quickly to real-
time data and market shifts.

3 Problem Setting

The task of OKG is to dynamically generate a fixed
number of keywords for each time step t over a
time horizon T , where T represents the total num-
ber of time steps for campaign delivery. Let K
denote the cumulative set of all keywords gener-
ated by the end of T , and let Kt ⊆ K be the specific
set of keywords generated for time step t. Then,
we have:

K =
T⋃
t=1

Kt

For each time step t, the keyword generation
process is driven by three key factors:
Information Sources (St): Real-time data reflect-
ing trends, product attributes, and market condi-
tions that may change daily.
Current Keyword Set (kt): The set of keywords
generated and used during time step t.
Observed KPI (Pt): The performance of the key-
word set kt, measured by KPIs (e.g., clicks, con-
versions) as observed from the ad platform.

The keyword set for the next time step, t + 1,
is determined by OKG, denoted as g(St,kt, Pt),
which considers the real-time information St, the
current keyword set kt, and its observed perfor-
mance Pt from time step t. Formally, the process
is described as:

kt+1 = g(St,kt, Pt)

OKG dynamically adapts the keywords for time
step t+1 by analyzing real-time data and adjusting
based on the previous time step’s performance.

The primary goal of OKG-based SSA task is
to maximize the total KPI performance over the
time horizon T , while ensuring that the number of
generated keywords per time step remains fixed to
optimize budget usage. The objective function is
formulated as:

max
k1,k2,...,kT
|Kt|=n ∀t

T∑
t=1

Pt

where |Kt| = n specifies that the size of the key-
word set generated at each time step t is fixed to
n keywords, which helps control the exploration
of new keywords within the advertiser’s budget.
Typically, advertisers operate under a fixed daily
or monthly budget, so it is crucial to manage how
many new keywords are explored to avoid over-
spending on untested keywords.
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4 Methodology

The architecture and workflow of OKG is illus-
trated in Figure 2. A detailed explanation of the
key components is provided below.

4.1 Key Components of OKG

Planning and Prompting: OKG simplifies key-
word generation by eliminating the need for ad-
vertisers to gather training data or train models
themselves. With just an initial prompt—“You
are the expert in setting Japanese SSA keywords
for {product}”—where the {product} placeholder
is replaced by the specific item, OKG can auto-
matically generate relevant keywords. This setup
allows advertisers to focus on strategic elements of
their campaigns, while OKG manages the techni-
cal complexities. By leveraging vast offline data,
the system quickly produces high-quality keyword
sets tailored to the product, reducing the cognitive
load for users.

OKG also features an intelligent planning sys-
tem, custom-designed to automatically plan the
next steps, such as selecting the appropriate tools
and identifying which KPIs (Pt) to monitor. Based
on the initial input, OKG dynamically adjusts the
keyword generation process, ensuring that the sys-
tem adapts to real-time changes. An example
prompt is provided in Appendix C.

Search Tool: The search tool (Serp, 2024) used
in OKG is responsible for gathering real-time infor-
mation sources (St) from the target domain. This
tool retrieves data such as product attributes, cur-
rent prices, discounts, and user search habits, en-
suring that the generated keywords reflect the most
up-to-date and accurate market conditions. For
example, when generating keywords for “Sony
Neural Network Console,” the agent retrieves live
information about product specifications, pricing,
and relevant search queries. This ensures that the
keyword generation process is driven by real-time
data (St), contributing to more effective keyword
strategies.

Retrieve and Memory Module: OKG leverages
the Google Ads API (Google, 2024) to automat-
ically gather real-time performance metrics (Pt),
such as clicks, conversions, and other KPIs for
each keyword. This real-time keyword data with
its KPIs are stored in a vector-based long-term
memory system (Johnson et al., 2024), allowing for
efficient tracking trends in keyword performance.

The memory module organizes and stores the his-
torical performance data (Pt−1) and new keywords
generated (kt), ensuring that OKG can make data-
driven decisions for subsequent time steps.

When OKG needs to retrieve specific infor-
mation to optimize keyword strategies, it uses
Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020) to query the vector-based memory.
This allows the agent to automatically access rele-
vant historical data and real-time KPIs (Pt), help-
ing it decide which keywords (kt) to retain, modify,
or generate for the next time step. By continu-
ously updating and retrieving information from the
memory, OKG remains adaptive and responsive to
changes in the advertising environment, ensuring
optimal campaign effectiveness.

4.2 Adaptive Keyword Generation with
Calculation Tool

Adaptive keyword generation is a key component
of our OKG-based SSA framework, aiming to dy-
namically optimize keyword strategies to maxi-
mize campaign effectiveness. From t = 0, initial
keywords are selected to reflect distinct product
attributes, targeting various potential customer seg-
ments and adapting to market dynamics over time.

The keyword generation process is driven by
two primary strategies:

Wider Direction (Wt): Exploring and expand-
ing the scope by introducing new categories of
keywords to capture potential new users and cus-
tomer segments, |Wt| represents the number of
new categories explored at time step t.

Deeper Direction (Dt): Exploiting and inten-
sifying focus on existing successful keyword cat-
egories, prioritizing those that have demonstrated
high KPI metrics, |Dt| denotes the number of new
keywords generated in the existing categories at
time step t.

The distribution between Wt and Dt is adap-
tively managed based on real-time performance
data. OKG dynamically adjusts keyword genera-
tion, balancing exploration and exploitation. The
keyword set for the next time step, kt+1, is gener-
ated as:

kt+1 = g(St,kt, Pt) = Wt ∪Dt

Given the fixed size |Kt| = n, the distribution
between Wt (new categories) and Dt (new key-
words in existing categories) is determined based
on the accumulated KPI from the previous time
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Figure 2: The architecture of OKG, which fulfills the functionality of online search, real-time keyword and KPI
retrieval, adaptive keyword generation, calculation and etc.

step Pt−1. The proportion of keywords allocated
to each direction is:

pWt =
PW
t−1

Pt−1
, pDt =

PD
t−1

Pt−1

|Wt| = ⌊pWt · |Kt|⌋, |Dt| = |Kt| − |Wt|

This proportional allocation ensures |Wt| and
|Dt| are dynamically adjusted, while maintaining
the fixed total |Kt| = n. OKG optimizes the bal-
ance between exploring new keywords and focus-
ing on high-performing categories, thus aligning
keyword sets with emerging trends and proven pref-
erences while controlling budget usage.

5 Experiments

Dataset. Considering that there are no suitable
public benchmarks for training and evaluating key-
word generation, we collected and sampled our
real dataset from the Google Ad system over a
period of six months. The dataset includes real ad-
vertisement deliveries for 10 Sony products and
IT services: Sony electronic devices like cam-
eras and TVs, Sony financial services including
Sony Bank mortgages and health insurance, and
Sony AI platforms such as the Sony Neural Net-
work Console and Prediction One. The dataset
contains not only the actual delivered keywords
but also the performance of each keyword, in-
cluding search volume, clicks, competitor score,
and cost-per-click. The dataset is available at
https://github.com/sony/okg

Implementation Details. We deployed GPT-4
(Achiam et al., 2023) as the LLM backbone for
OKG, with the temperature set to 0.1. The final

keywords are generated over a time horizon of
T = 3. At each time step t, keywords are adap-
tively generated by allowing OKG to automatically
observe real-time source information and feedback
from KPI performance. We chose T = 3 for two
main reasons: (1) A typical keyword list for one
product is capped at around 100 keywords, and
three iterations are sufficient to reach this limit
while demonstrating the effectiveness of OKG
compared to baselines; and (2) the execution time
for three iterations is approximately two hours due
to the complexity of OKG. As the number of iter-
ations increases, the execution time doubles with
each turn, since the keyword list expands with
every iteration. OKG is implemented using the
Langchain library (Contributors, 2024). All exper-
iments were conducted on a single machine with
one NVIDIA V100 GPU and a 24-core Intel Xeon
Gold-6271 processor clocked at 2.60 GHz.

Baselines. We consider the following three types
of baselines:
LLM-based Baselines, including GPT-4 (Achiam
et al., 2023) and Gemini-1.5-Pro (Reid et al., 2024),
which are proven to be among the most powerful
LLM models (Huang et al., 2024).
Japanese Keyword Extractor-based Baselines,
including Choi (Choi, 2024) and RAKE (Rose
et al., 2010).
Existing Commercial Application, including
Google Keyword Planner (Google, 2024), as base-
lines for our comparison.

5.1 Comparison on Keyword Performance

We evaluate OKG on real keyword KPIs using the
following four metrics:

https://github.com/sony/okg


120

Click: A higher click count typically indicates
greater user engagement, making it a crucial indi-
cator of keyword success.
Search Volume: This metric assesses keyword
popularity and demand.
Cost Per Click (CPC): The average cost paid for
each click on a keyword. CPC is vital for gaug-
ing the financial efficiency of keyword strategies,
reflecting the cost-effectiveness of each click.
Competitor Score: A measure of market compet-
itiveness for a keyword. It considers the number
of advertisers bidding on the keyword and the bid
amounts, providing a snapshot of the competitive
environment.

The KPIs are obtained from our public dataset.
Generated and original keywords are tokenized and
embedded (using pooled embeddings) from a pre-
trained multilingual BERT model (Google, 2024b)
to measure cosine similarity. For each generated
keyword, we select the most similar keyword from
offline data (highest similarity score and cosine
similarity > 0.6) and use its KPIs to represent the
generated keyword’s KPIs.

We do not include conversion rates or other
downstream metrics like Return on Ad Spend
(ROAS) in our evaluation, as these metrics are
highly influenced by factors beyond keyword per-
formance alone—such as brand reputation, the
quality of landing pages, and varying ad spend
strategies across industries (e.g., real estate ad-
vertisers may prioritize high spending per conver-
sion). These external variables introduce inconsis-
tencies, making it challenging to attribute perfor-
mance purely to the effectiveness of the keywords
themselves.

Table 1 compares keyword performance across
baseline methods. OKG consistently outperforms
others in key metrics such as Clicks, CPC, and
Competitor Score, proving its effectiveness in opti-
mizing keyword performance. While OKG shows
lower search volume, this should be interpreted
cautiously, as higher volumes don’t always trans-
late to better relevance or clicks. OKG’s niche,
targeted keywords often better match user intent
and offer higher value despite lower competition.

5.2 Comparison on Online Relevance
As OKG generates keywords based on online
searches and real-time information using search
tools, this section evaluates the generated keyword
lists to determine their effectiveness in covering
the information presented in search results.

Table 1: Comparison on Real Keyword Performance.
Clicks, Search Volumes and CPC are normalized (with
N. in column name) to overcome the impact of scale
differences across different products.

Baselines Keyword Performance

Cat. Name Click ↑ Srch.
Vol. ↑ CPC ↓ Comp.

Score ↓
N.(0∼100) N.(0∼100) N.(0∼1) (0∼100)

LLM
OKG 100.0 62.3 0.38 56
GPT4 76.2 100.0 0.63 78
Gemini1.5 69.1 57.30 0.62 83

Kwd.
Ext.

Choi 71.8 65.7 0.76 79
RAKE 69.8 55.87 0.87 80

App. Google
KW Plnr. 44.2 43 1.0 67

Table 2: Comparison on Relevance and Coverage with
Source Meta-data.

Baselines Relevance Coverage

Category Name Bert-Score ↑ Bleu2 ↑ Rouge1 ↑

LLM
OKG 0.63 0.27 0.42
GPT4 0.61 0.12 0.23

Gemini1.5 0.59 0.13 0.21

Kwd.
Ext.

Choi 0.45 0.14 0.22
RAKE 0.48 0.16 0.23

App. Google
KW Plnr. 0.40 0.12 0.19

To accurately measure the coverage and relevance
of the generated keywords, we employ several es-
tablished metrics:
BLEU-2 (Papineni et al., 2002): to measure the
overlap between the generated keywords and the
online search results, providing insights into how
well the keywords match actual search queries;
ROUGE-1 (Lin, 2004): to focus on recall by com-
paring the common n-grams between the generated
keywords and the target search results, indicating
the extent to which our keywords capture the nec-
essary information;
BERTScore (Zhang et al., 2019): to assess seman-
tic similarity, offering a deeper understanding of
how effectively the generated keywords encompass
the nuances of the information presented.

Table 2 compares the performance of OKG
with various baselines, demonstrating that OKG
achieves higher relevance and coverage metrics, as
measured by BERTScore, BLEU-2, and ROUGE-
1, indicating the superior accuracy of OKG in gen-
erating relevant and comprehensive keywords. It
is important to note that BLEU-2 and ROUGE-
1 scores are relatively low across all models, in-
cluding OKG, due to the inherent differences be-
tween text-to-text evaluation (for which these met-
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Table 3: Comparison on Similarity with Offline Real
Keywords.

Baselines Offline Similarity

Category Name Bert-Score ↑ Jaccard ↑ Cosine ↑

LLM
OKG 0.85 0.35 0.90
GPT4 0.72 0.30 0.78

Gemini1.5 0.71 0.28 0.72

Kwd.
Ext.

Choi 0.62 0.22 0.67
RAKE 0.70 0.25 0.58

App. Google
KW Plnr. 0.54 0.20 0.55

rics were designed) and our text-to-keyword list
evaluation.

5.3 Comparison on Similarity with Offline
Real Keywords

To evaluate the alignment between the generated
keywords and real ad delivery data, we employ
three key metrics:
Jaccard similarity: to measure the overlap be-
tween the generated keyword sets and the real key-
word sets, providing a ratio of common keywords
to the union of both sets;
Cosine similarity: to assess the vector-based simi-
larity between the generated keywords and real ad
keywords, indicating how directionally similar the
keyword sets are in the embedding space;
BERTScore: to evaluate the semantic similarity
between the generated keywords and the real ad
keywords, offering insights into how closely the
meaning of the generated keywords matches the
real-world data.

Table 3 presents the comparison between OKG
and the baselines. As shown in the table, OKG con-
sistently outperforms the baselines across all three
metrics. In particular, OKG achieves the highest
BERTScore, indicating that the generated keyword
lists are semantically more similar to the offline
data. Similarly, OKG records superior results in
both Jaccard similarity and cosine similarity, fur-
ther demonstrating that our generated keywords
align more closely with the real ad delivery data.
These results confirm the effectiveness of OKG in
generating highly relevant keywords compared to
existing baselines.

5.4 Ablation Study

The final experiment consists of an ablation study
to assess the impact of various components within
the OKG framework. We performed five ablation
tests on Sony TV keyword data in our dataset:

BERTScore Jaccard Cos.Sim. Clicks
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Figure 3: Comparison Results of Component Ablation.

Full OKG: The complete model with adaptive
keyword generation.
OKG with Fixed Growth: The keyword genera-
tion process is fixed, using predefined proportions
for both exploration (wider growth) and exploita-
tion (deeper growth).
Wide Growth Only: Only the exploration (wider
growth) mechanism is enabled.
Deep Growth Only: Only the exploitation (deeper
growth) mechanism is enabled.
OKG with Reflection: Incorporates Reflexion
(Shinn et al., 2024) feedback from previous time
steps to guide future keyword generation.

Figure 3 shows the performance across key met-
rics, highlighting that the Full OKG consistently
outperforms the other versions. Fixing the growth
directions in the OKG with Fixed Growth version
results in a notable performance decline. Both
Wide Growth Only and Deep Growth Only con-
firm that neither exploration nor exploitation alone
is as effective as their combination. Interestingly,
OKG with Reflexion (Shinn et al., 2024), which
learns from past experiences, does not yield im-
provements in keyword relevance, supporting our
hypothesis that real-time feedback monitoring is
more critical than relying on past data.

Conclusion

We introduced OKG, a dynamic framework lever-
aging LLM agent to adaptively generate keywords
for sponsored search advertising. Additionally, we
provided the first publicly accessible dataset with
real ad keyword data, offering a valuable resource
for future research in keyword optimization. Ex-
perimental results and ablation studies demonstrate
the effectiveness of OKG, showing significant im-
provements across various metrics and emphasiz-
ing the importance of each component.
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A An Example of OKG Generation
Prompt

In this section, we provide an intuitive example
illustrating how OKG generates keyword sugges-
tions through a structured, multi-step prompt as
shown in Figure 4.

Query Understanding
The process begins with a user query to set up
SSA keywords for Mortgage Service of Sony Bank.
OKG parses this query to understand the specific
requirements—such as the product focus (mort-
gage services) and the target entity (Sony Bank).

Step 1: Gathering Current Market Data
Action: The system performs a Google search to

gather the latest relevant information about
Sony Bank’s mortgage services.

Observation: It notes the current interest rates,
insurance options, and other service features
that are critical for keyword relevance.

Step 2: Benchmarking Against Practices
Action: OKG queries databases and previous case

studies for effective keyword strategies in sim-
ilar sectors.

Observation: It identifies key attributes like rel-
evance and specificity, which are crucial for
the effectiveness of the keywords.

Step 3: Analyzing Current Keyword
Performance
Action: The system retrieves and analyzes perfor-

mance data of existing keywords related to
Sony Bank’s mortgage services.

Observation: Keywords are categorized by cate-
gories, such as click counts and search vol-
umes. This data helps in understanding which
types of keywords are currently performing
well.

Step 4: Strategic Keyword Generation
Action: Based on the collected data and observed

patterns, OKG calculates the optimal number
of new keywords to generate for each cate-
gory.

Observation: The decision on the quantity of key-
words is influenced by their potential to im-
prove click-through rates and overall cam-
paign performance.

User Query: Set up SSA Keywords for Mortgage Service of Sony Bank 

Thought1: I need to search the latest info of Mortgage Service of Sony Bank

Action1: Google_Search for Mortgage Service of Sony Bank 

Observation1:  Variable interest rate 0.597%....
Interest rate by 0.2% from August 2024….
Extensive lineups of group credit life insurance…
…

Thought2:  I need to find good examples and rules for keyword setting 

Action2: Rule_and_Example_Search for SSA Keyword Setting

Observation2:  Relevance: The keyword should directly relate to…
Specificity: ……

For instance. The good keyword  examples for a washing machine product 
of Panasonic are listed as: Panasonic drum washing machine, cheap ….

Thought3: I need to know the current keyword settings for Mortgage 
Service of Sony Bank and their current performance

Action3: Current_Keyword_Retrieve for Mortgage Service of Sony Bank 

Observation3:   Category 1: Core Service
KW1: Sony Bank interest rate ; Click Count: 40….
KW2: Mortgage Simulator; Click Count: 13
Category 2: …..
…..

Thought4: I need to calculate how many keyword I will generate for each 
Category to gain more clicks.

Action4: Calculation_Tool
def kw_generation_amount_for_each_category (….):

…
return [7, 3….] 

Thought5: Based on the previous observation and calculation, I will 
generate 7 KWs for Category 1, 3 KWs for Category 2….

Observation4: the calculation result is [7, 3….] 

Final Anser: New SSA Keywords for Mortgage Service of Sony Bank {
"Core Service": [”Sony Bank Loan", ”…", ”…”..],
"Online ": [” Loan Online Application ", ”…", ”…”..],
”,….": ……
…. }

Wait Until Next Day to Run from the Beginning Again

Figure 4: An intuitive example of OKG generation
prompt for Sony Bank’s Mortgage Service

Step 5: Generating and Implementing New
Keywords
Outcome: Utilizing the insights gained from the

above steps, OKG generates a tailored list of
new keywords..

Iterative Refinement Everytime span
The process is inherently iterative, allowing for
continuous refinement and optimization. OKG’s
ability to adapt to dynamic market conditions and
shifting user preferences stands as a key differen-
tiator in its operational efficacy.
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B Related Works of SSA Keyword
Dataset

A review of recent literature (Yang and Li, 2023)
reveals a dependence on diverse, predominantly
private datasets for training and validating keyword
generation models. In recent several years, (Zhang
and Qiao, 2018) utilized query logs collected
through the Google Keyword Suggestion Tool, fo-
cusing on query keywords and query volumes for
seed keywords. (Nie et al., 2019) constructed their
dataset by crawling Wikipedia, which, while exten-
sive, was confined to the context of content gen-
eration and not specific commercial keyword use.
(Scholz et al., 2019) documented SSA campaign
performances for large-scale online retailers pro-
vided by a company with significant online sales,
highlighting the commercial and proprietary na-
ture of the dataset. (Zhou et al., 2019) employed
40 million query logs from Sogou.com, with each
sample consisting of a keyword and user query
pair, reflecting real-world business queries but not
publicly available for research. Similarly, (Zhang
et al., 2023) analyzed query logs and keyword per-
formance through private datasets that detail inter-
actions but are not accessible to the public. (Wang
et al., 2024) generated keyword by prompt tuning
and a tree-based constrained beam search based on
a private dataset.

These cases underline a prevalent issue in the
field: a significant reliance on private or business-
specific data. The absence of publicly accessible
datasets not only hampers the reproducibility of
research but also limits the development of SSA
keyword generation models that could benefit a
wider range of advertisers, particularly those with-
out access to large-scale data repositories. This
limitation in data accessibility motivates the devel-
opment of our OKG, which aims to bridge these
gaps by introducing a novel dataset that is both pub-
licly accessible and robust enough to train effective
SSA models.

C An Example of Generated Keyword by
OKG

In this section, we present an example of keywords
generated by our proposed OKG. Starting from ini-
tial keywords, we demonstrate how new keywords
are generated in each round.

Note: For readability and to cater to an English-
speaking audience, the original generated key-
words in Japanese have been translated into En-

glish.

C.1 Keywords Generated By OKG

Initialized Keywords

{
"Illness Coverage Domains": ["Cancer Insurance"],
"Core Service": ["Medical Insurance"],
"Attribute": ["Cheap Medical Insurance"]

}

First Round

{
"Illness Coverage Domains": ["Sony Cancer Insurance", "

Sickness Insurance", "Hospitalization Insurance"],
"Core Service": ["Sony Insurance Medical", "Sony Insurance

", "Sony Lifetime Medical Insurance"],
"Attribute": ["Cheap Insurance", "Affordable Insurance

Premiums", "Sony Insurance Premiums"],
"Customer Service": ["Sony Insurance Contract", "Sony

Insurance Claim", "Sony Insurance Contract Details"],

"Insurance Benefits": ["Hospitalization Benefit", "Sony
Insurance Hospitalization Benefit", "Surgery Benefit
"],

"Insurance Procedures": ["Sony Insurance Claim Procedure",
"Sony Insurance Contract Details", "Sony Insurance

Address Change"]
}

Second Round

{
"Illness Coverage Domains": ["Sony Insurance Sickness

Insurance", "Sony Insurance Injury Insurance"],
"Core Service": ["Sony Insurance", "Sony Insurance Plans"],

"Attribute": ["Sony Insurance Safe Insurance", "Sony
Insurance High-Quality Insurance"],

"Customer Service": ["Sony Insurance Consultation", "Sony
Insurance Inquiry"],

"Insurance Benefits": ["Sony Insurance Sickness Coverage",
"Sony Insurance Hospitalization Insurance"],

"Insurance Procedures": ["Sony Insurance Application", "
Sony Insurance Renewal"],

"Payment Options": ["Sony Insurance Monthly Payment", "
Sony Insurance Annual Payment", "Sony Insurance
Installment Payment"],

"Online Services": ["Sony Insurance Online Insurance", "
Sony Insurance Web Insurance", "Sony Insurance
Digital Insurance"]

}

Third Round

{
"Illness Coverage Domains": ["Sony Lifetime Medical

Insurance", "Sony Medical Insurance Coverage"],
"Core Service": ["Sony Insurance Medical Insurance", "Sony

Insurance Products"],
"Attribute": ["Peace of Mind Medical Insurance Sony", "

Reliable Medical Insurance"],
"Customer Service": ["Sony Insurance Contract Details

Confirmation", "Sony Insurance Evaluation"],
"Insurance Benefits": ["Sony Insurance Advanced Medical

Benefits", "Sony Insurance Benefit Details"],
"Insurance Procedures": ["Sony Insurance Procedures", "

Sony Insurance Contract Procedures"],
"Payment Options": ["Sony Insurance Premium Comparison", "

Sony Insurance Pricing Plans"],
"Online Services": ["Insurance Online Contract", "Sony

Insurance Web Contract"],
"Price Comparison": ["Sony Insurance Premiums", "Insurance

Premium Comparison"],
"Customer Review": ["Sony Insurance Review", "Sony

Insurance Reputation"]
}
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C.2 Keywords Generated by Baseline Method
(GPT-4)

To compare the effectiveness of OKG, we also gen-
erated keywords using GPT-4 as a baseline. Below
are the keywords produced by GPT-4 without iter-
ative refinement.
- Sony Health Insurance
- Affordable Health Coverage
- Sony Medical Insurance Plans
- Best Health Insurance Options
- Comprehensive Health Plans
- Family Health Insurance
- Individual Health Coverage
- Sony Insurance Services
- Health Insurance Quotes
- Compare Health Insurance
- Online Health Insurance
- Health Insurance Premiums
- Corporate Health Benefits
- Employee Health Insurance
- Medical Expense Coverage
- Health Protection Plans
- Sony Financial Services
- Private Health Insurance
- Health Insurance Enrollment
- Affordable Medical Insurance
- Health Insurance Policies
- Health Insurance for Families
- Health Insurance Providers
- Health Insurance Comparison
- Medical Insurance Benefits
- Sony Healthcare Services
- Best Medical Insurance Plans
- Health Insurance Offers
- Health Insurance Online
- Medical Insurance Quotes
- Cheap Health Insurance
- Health Insurance Deals
- Health Insurance Information
- Health Insurance Advice
- Health Insurance Guide
- Health Insurance Discounts
- Sony Insurance Quotes
- Health Insurance Options
- Medical Coverage Options
- Health Insurance Company
- Health Insurance Benefits
- Health Insurance Assistance
- Health Insurance Enrollment
- Affordable Health Insurance
- Sony Health Plans
- Health Coverage by Sony
- Medical Insurance Plans
- Health Insurance for Individuals
- Employee Health Benefits
- Sony Insurance Plans

C.3 Analysis: Why OKG-Generated
Keywords Are Better than GPT-4

The comparison between OKG and GPT-4, based
on the keyword examples provided in the previ-
ous subsection, highlights several important ad-
vantages of OKG over GPT-4 in generating more
relevant and effective keywords:

• Contextual Relevance: OKG-generated key-
words are more contextually relevant to the
insurance domain and specific to Sony’s in-
surance products. For example, keywords
like "Sony Cancer Insurance" and "Sony In-
surance Premiums" directly relate to the ad-
vertised products and services. In contrast,

GPT-4 produces more generic keywords such
as "Affordable Health Insurance" and "Best
Health Insurance Options", which lack speci-
ficity and brand alignment, making them less
effective for targeted advertising.

• Iterative Refinement: OKG’s iterative
rounds of keyword generation lead to progres-
sively refined keywords. For instance, in the
second and third rounds, keywords like "Sony
Insurance Application" and "Sony Insurance
Premium Comparison" are introduced, offer-
ing more specific search terms based on pre-
viously generated keywords. GPT-4, on the
other hand, generates a static list of keywords
without refinement, lacking the depth and evo-
lution seen in OKG’s iterative process.

• Balanced Exploration and Exploitation:
OKG demonstrates a balance between explor-
ing new categories and deepening existing
ones. In the first round, OKG introduces
new categories such as "Insurance Benefits"
and "Payment Options", while in later rounds,
it refines existing categories with more de-
tailed keywords like "Sony Insurance Ad-
vanced Medical Benefits" and "Sony Insur-
ance Monthly Payment". GPT-4 does not of-
fer this balance; its keywords are limited to
broader categories, such as "Health Insurance
Policies" and "Corporate Health Benefits",
which may not target niche user intents as
effectively.

• Targeted User Intent: OKG-generated key-
words better align with user intent by includ-
ing niche and long-tail keywords like "Sony
Insurance Sickness Coverage" and "Sony In-
surance Hospitalization Insurance". These
terms are likely to attract users specifically
searching for Sony’s insurance products. GPT-
4, in contrast, produces more generic terms
like "Health Insurance Quotes" and "Online
Health Insurance", which are too broad to
effectively capture the precise needs of the
target audience.

• Brand-Specific Keywords: A key strength
of OKG is its ability to consistently gener-
ate brand-specific keywords like "Sony Insur-
ance" in every round, which is essential for
brand-driven advertising. GPT-4, however,
lacks this focus on the Sony brand, producing
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more general health insurance terms, such as
"Best Medical Insurance Plans" and "Health
Insurance Discounts". This brand specificity
makes OKG’s output far more relevant for
campaigns aimed at promoting Sony’s prod-
ucts.

In summary, the examples show that OKG out-
performs GPT-4 by producing more contextually
relevant, brand-specific, and refined keywords that
evolve over time. OKG’s iterative approach and
focus on balancing exploration with exploitation al-
low it to better capture user intent and optimize key-
word performance, whereas GPT-4’s static, generic
output is less suited for targeted, brand-specific ad-
vertising.
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