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Abstract

Relevance module plays a fundamental role in
e-commerce search as they are responsible for
selecting relevant products from thousands of
items based on user queries, thereby enhancing
users experience and efficiency. The traditional
method calculates the relevance score based on
product titles and user queries, but the infor-
mation in title alone maybe insufficient to de-
scribe the product completely. A more general
method is to further leverage product image
information. In recent years, vision-language
pre-training model has achieved impressive re-
sults in many scenarios, which leverage con-
trastive learning to map both textual and vi-
sual features into a joint embedding space. In
e-commerce, a common practice is to further
fine-tune the model using e-commerce data on
the basis of pre-trained model. However, the
performance is sub-optimal because the vision-
language pre-training models lack of alignment
specifically designed for queries. In this pa-
per, we propose Query-aware Language Image
Fusion Embedding to address these challenges
(Query-LIFE). It utilizes a query-based mul-
timodal fusion to effectively incorporate the
image and title based on the product types. Ad-
ditionally, it employs query-aware modal align-
ment to enhance the accuracy of the comprehen-
sive representation of products. Furthermore,
we design GenFilt, which utilizes the gener-
ation capability of large models to filter out
false negative samples and further improve the
overall performance of the contrastive learning
task in the model. Experiments have demon-
strated that Query-LIFE outperforms existing
baselines. We have conducted ablation studies
and human evaluations to validate the effec-
tiveness of each module within Query-LIFE.
Moreover, Query-LIFE has been deployed on
Miravia Search1

*Corresponding author.
1Miravia is a local-to-local e-commerce platform in Spain

incubated by Lazada, as one part of Alibaba International
Digital Commerce (AIDC) Group. https://www.miravia.
es/

1 Introduction

With the increasing spread of the internet, online
shopping has become a convenient option for con-
sumers. Millions of users browse and search for
products on e-commerce platforms every day. Con-
sequently, the relevance of the products displayed
to users based on their search queries plays a cru-
cial role in the user’s shopping experience and also
in the efficiency of the transaction. Therefore, it
is crucial for an e-commerce search engine to ac-
curately assess whether the products offered are
relevant to the user’s intentions.

Traditional relevance models (Robertson et al.,
2009; Huang et al., 2013; Chang et al., 2021; Hu
et al., 2014; Yao et al., 2021) have primarily re-
lied on textual information, including user queries
and product descriptions (titles, attributes, etc.),
to assess relevance between queries and products.
However, product information also includes im-
ages, which capture a large part of the user’s at-
tention when browsing products. It is therefore
becoming increasingly important to include images
in relevance modeling. This integration of image
and text information has the potential to provide
a more comprehensive representation of products
and better capture the user’s intent.

In some cases, core information may be omit-
ted from product titles, as shown in Table 1. In
such cases, it is difficult to rely on product ti-
tles alone to match relevant products with user
queries. However, product images can provide ad-
ditional and valuable information for assessing rele-
vance. Recently, many visual language pre-training
(VLP) (Li et al., 2023, 2021; Jia et al., 2021; Wang
et al., 2023, 2021) models have been proposed. As
shown in Figure 1(a), these VLP models usually
consist of both textual and visual encoders and uti-
lize contrastive learning between speech and vision
to align representations across different modalities.
They have shown impressive performance on vari-

https://www.miravia.es/
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Figure 1: (a) The relationship of relevance model, VLP model and Query-LIFE. (b) VLP model’s divide-and-conquer
approach for relevance task. (c) Query-LIFE’s fusion approach for relevance task.

Query Image Title

men’s winter
coat

Koroshi Jacket in
two colors, water-
repellent, with hood,
for Men

air-
conditioning

Split 1x1 MUNDO-
CLIMA MUPR12
H11 3027frig R32

golden necklace Elegant necklace
with col-layered
pearl gent

Table 1: Both product images and titles can be incorpo-
rated together to judge the search relevance with queries.

ous general tasks such as image captioning, visual
question answering and text-image retrieval.

In the e-commerce relevance task, these VLP
models can extract image features to improve the
representation of products with ambiguous titles or
correct the representation of products with mislead-
ing titles. As shown in Figure 1(b), they encode
query, title and image representation separately,
and then compute the inner product of query-image
and query-title, and then add their inner product as
relevance value. However, different product types
contain differently weighted information in images
and titles, so simple averaging for each modality
is not optimal. For example, electronic products
often list important parameters in the title, while
clothing items tend to feature visual elements such
as design, texture, material and color in the images.

In this paper, we propose a general approach
called Query-aware Language Image Fusion
Embedding for relevance modeling in e-commerce
(Query-LIFE). As shown in Figure 1(a), query,
title and image are integrated into the relevance

task. First, we draw random triple data from the
logs of online user behavior as training data. Sec-
ond, as shown in Figure 1(c), in contrast to the
divide-and-conquer approach, we use the fusion
vector of image and text as the multimodal repre-
sentation of the product, and then adopt the inner
product of query and multimodal representation
as the relevance score. Finally, we use supervised
contrastive learning to train the model, and utilize
the generation ability of both the multimodal large
model and the large language model to filter out
the false negative samples.

2 Related Work

2.1 Vision-Language Pre-training

The advent of pre-training models such
as BERT (Kenton and Toutanova, 2019),
GPT3 (Brown et al., 2020) and ViT (Dosovitskiy
et al., 2021) has led to significant advances in
NLP and CV tasks, with state-of-the-art results.
More recently, researchers have extended the
pre-training approach to the vision-language (VL)
domain, leading to the development of several
impressive VL models (e.g., CLIP (Radford et al.,
2021a) and ALIGN (Jia et al., 2021)). These
VLP models have shown impressive performance
on various multimodal downstream tasks such
as image captioning, visual question answering
and multimodal retrieval. They achieve this by
utilizing large image-text pairs and then employing
contrastive learning to align images and text in
the joint embedding space. These VLP models
are divided into two categories: Object Detector
(OD)-based VLP models (e.g., UNITER (Chen
et al., 2020), OSCAR (Li et al., 2020)) and
end-to-end VLP models (e.g., ALBEF (Li et al.,
2021),BLIP (Li et al., 2023))). OD-based VLP
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models rely on bounding box annotations during
pre-training and require high-resolution images for
inference, making them both annotation-intensive
and computationally expensive. In contrast,
end-to-end VLP models directly use the features of
image patches as input to a pre-trained ViT model.
This eliminates the need for costly annotations
and significantly improves the speed of inference.
As a result, end-to-end VLP models have gained
prominence in recent research (Chen et al., 2021;
Kim et al., 2021). This is why we also use the
end-to-end VLP model in this paper.

2.2 E-commerce VLP Model

There are also some VLP models that are specifi-
cally geared towards e-commerce scenarios. Fash-
ionBERT (Gao et al., 2020) was the first vision-
language pre-training model that utilizes mask lan-
guage loss and contrastive learning of cover im-
ages. Later, Kaleido-BERT (Zhuge et al., 2021)
adopted multiple self-supervised tasks at different
scales to focus more on the coherence between
titleand image. EI-CLIP (Ma et al., 2022) pro-
posed an intervention-based framework for con-
trastive learning with entities. KG-FLIP (Jia
et al., 2023) proposes a knowledge-guided fashion-
domain language-image pre-training framework
and utilizes external knowledge to improve the effi-
ciency of pre-training.

3 Method

3.1 Model Architecture

In this section, we will present our model archi-
tecture in detail. As shown in Figure 2, the entire
model training is divided into an internal align-
ment and an external alignment. The internal align-
ment is used to match the features of product ti-
tles and images. The external alignment is used
to match the relevance between user queries and
products. The model architecture consists of three
modules: an image pre-processing backbone, a
universal modal encoder and GenFilt. The image
preprocessing backbone is the Visual Transformer
(ViT) (Dosovitskiy et al., 2021), which divides the
image into patches and encodes them as a sequence
of embeddings with an additional [CLS] token to
represent the global image features. The univer-
sal modal encoder is shared weight and includes
self-attention layer, cross-attention layer and feed-
forward layer. GenFilt is designed to filter out
false-negative samples during in-batch sampling.

3.2 Vision-Language Pre-training

The VLP model uses Image-Text Contrastive (ITC)
loss to match image features and text features, re-
sulting in positive image-text pairs having similar
representations and reducing the similarity between
negative pairs (Radford et al., 2021b). ITC loss has
been shown to be an effective target for improv-
ing image and speech representation, even in the
absence of labeled data. The formula is as follows:

LIT C = − 1

N

N∑
i=1

log
exp(ZTi · ZIi/τ)∑N

j=1 exp(ZTj · ZIj/τ)
.

(1)
where ZT and ZI are normalized text and image
embeddings, ZIi is the i-th positive image sample
in the batch. N and τ are batch size and tempera-
ture parameter respectively.

3.3 Query-based Modal Alignment

In e-commerce search scenarios, the relevance of
products depends heavily on user queries. However,
users’ search queries are short and concise. Calcu-
lating relevance based on query and title alone can
easily lead to relevance score errors. To mitigate
the impact of the above problem on the relevance
score, we introduce image information to improve
product representation. We also introduce the con-
cept of title-image fusion representation for prod-
ucts (referred to as multimodal representation or M
representation). the M representation is defined
as the interaction between the product title and the
image. In contrast to the divide-and-conquer ap-
proach, we use the inner product to compute the
relevance between the M representation and the
query. To further match the M representation with
the user queries, we use the query-multi contrastive
(QMC) loss. Additionally, we use the query-title
contrastive loss (QTC) to match the query with the
title. At the same time, the query-image contrast
loss (QIC) is used to further align the query with
the images. These loss functions play a crucial
role in matching user queries and different product
modalities and improve the relevance score.

In the e-commerce relevance task, the same
query often generates positive pairs with differ-
ent products. In addition, there are many labeled
negative examples in the dataset. Therefore, super-
vised contrastive learning is introduced, which is
more suitable for the relevance task. The formula
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Figure 2: Overview of Query-LIFE. The overall training process is divided into internal aligment and external
alignment. The model architecture consists of three modules: an image preprocessing backbone, a universal modal
encoder (light-color block) and GenFilt.

is defined as follows:

L = −
1

N

N∑
i=1

{
1

|P (i)|

∑
p∈P (i)

[
log

exp(Qi · Zx
p /τ)∑N

j=1
exp(Qi · Zx

j
/τ)

]}
.

(2)

where P (i) is all positive samples in the
i batch, Q is normalized query embedding,
Zx
p , x ∈ [I, T,M ], p ∈ P (i), are normalized im-

age/text/multi modal embedding in positive sam-
ples. τ and N are temperature parameter and batch
size. Bringing in different modal by x ∈ [I, T,M ],
this loss function can represent QIC, QTC and
QMC loss respectively.

3.4 Query-based Modal Fusion

We use image-text matching (ITM) to learn the M
representation of the product. The goal of ITM
is to learn an image-title fusion that captures the
matching between the image and text modalities.
In ITM, we view the task as a binary classifica-
tion problem where the model predicts whether an
image-text pair is positive or negative. We use a
hard negative mining strategy (Jia et al., 2021). In
the hard negative mining strategy, negative pairs
with higher similarity are selected within a group.
The ITM loss can be expressed as follows:

LITM = −E(I,T )∼P [log{P (y(I,T )|(I, T )}] (3)

where P is a distribution of in-batch samples,
y(I,T ) ∈ (0, 1) represents whether the image I and
the text T are matched, and P (y(I,T )|(I, T )) is the
output of the multimodal embedding followed by a
two-class linear classifier.

We are aware that an image-text comparison
alone may not be sufficient, as different product
types contain different amounts of information in
their images and titles. For example, electronic
products often list important parameters in the ti-
tle, while garments tend to have visual attributes
such as material, color and size in the images. To
enable the model to learn a more effective fusion
representation, we introduce Query-M matching
(QMM). For the cross-attention layer in external
matching, the inputs of Q are the user’s query,the
inputs of KV are the M representation. In this
way, the model can generate fused representations
with a query-oriented alignment. QMM not only
allows the model to extract features from both the
images and the titles, but also to assign different
weights to each modality based on the user queries.
QMM and ITM have the same loss function listed
in equation 3.

3.5 GenFilt

Most VLP models use in-batch sampling to gen-
erate negative image-title pairs. However, in
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Figure 3: Overview of GenFilt. GenFilt adopts LLM and InstructBLIP to extract brief text description. Then
compare the similarity of query-product pairs and correct the false negative query-product pairs. In addition, GenFilt
can also calculate the similarity of image-title pairs and correct false negative title-image pairs.

the triplet data <query,title,image>, multiple user
queries may be relevant for the different products.
In-batch sampling leads to false negative samples.
These similar or even identical search queries are
incorrectly treated as negative examples and thus
affect the relevance score.

Inspired by CapFilt (Li et al., 2023), we propose
a method called Generating and Filtering (GenFilt)
to address the impact of false negative sampling on
the training process. It improves the quality of the
training data by enabling extensive model genera-
tion. As shown in Figure 3, GenFilt consists of two
modules. The first module is generation. We use
a large language model (LLM) and a multimodal
model (InstructBLIP) (Dai et al., 2023) to extract
important text features from the product title and
image, respectively. The second module is filtering.
We calculate the similarity between image feature
and text feature (I-T), the similarity between query
feature and image feature (Q-I) and the similar-
ity between query feature and text feature (Q-T).
Finally, we set a threshold σ based on these similar-
ities, and the similarity of query-product pairs (Q-I
or Q-T) and image-text pairs (I-T) that are above
the threshold are also corrected as positive patterns.

4 Experiments

4.1 Baselines and Datasets

Large-scale Industrial Datasets. We selected
1.3 million <query,title,image> pairs from Miravia
Search’s online click log. In addition, 200,000 la-
beled data are selected as an evaluation set, with a
1:1 ratio of positive to negative data.

Baselines. In our experiments, we com-
pare Query-LIFE with several baselines, includ-

ing BERT (Kenton and Toutanova, 2019), AL-
BEF (Li et al., 2021), CLIP (Radford et al., 2021a),
BLIP2 (Li et al., 2023) and CommerceMM (Yu
et al., 2022). We used 16 A10 16G GPUs for train-
ing.

4.2 Evaluation Metrics

Offline Evaluation Metrics. Area Under Curve
(AUC) and Recall@K (R@K) are used as metrics.
We calculate the similarity between the query →
title, query → image, and query → M and sort
the set of candidates based on these similarities.
Recall@K measures the percentage of matches that
appear in the list with the highest K-rank (Gao et al.,
2020).

Online Evaluation Metrics. We use the num-
ber of orders (Order_cnt), the average number of
buyers (Order_uv) and the GMV (Gross Merchan-
dise Volume) as online evaluation metrics. These
metrics reflect the changes in user orders.

Human Evaluation. We performed a sample
of 1,000 queries and selected the top 10 query-
item pairs of the exposure page for each query to
perform a human relevance score. The relevance
of a query item can be categorised into three types:
excellent, fair, and bad.

4.3 Offline Experiments

The previous models calculate the cosine similarity
between query and title (query → title) or image
(query → image). In Query-LIFE, we introduce
another method that calculates the cosine similar-
ity between the embedding of the query and the
multimodal (query → M). As shown in the Ta-
ble 2, The AUC for the query →M proposed by
Query-LIFE is higher than that of the baselines. It
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Model Training Para Query → Title Query → Image Query →M

R@5 R@10 R@20 AUC R@5 R@10 R@20 AUC R@5 R@10 R@20 AUC

BERT 110M 0.142 0.186 0.340 0.865 - - - - - - - -
ALBEF 233M 0.060 0.124 0.223 0.652 0.054 0.116 0.212 0.706 - - - -
CLIP 151M 0.068 0.125 0.272 0.542 0.068 0.147 0.272 0.554 - - - -
BLIP2 188M 0.113 0.170 0.272 0.752 0.056 0.159 0.316 0.771 - - - -

CommerceMM 270M 0.093 0.153 0.312 0.671 0.094 0.179 0.302 0.668 - - - -
Query-LIFE 188M 0.125 0.215 0.351 0.871 0.079 0.204 0.329 0.871 0.113 0.215 0.386 0.891

Query-LIFE w/o QMA 188M 0.068 0.170 0.318 0.741 0.079 0.147 0.306 0.805 0.068 0.193 0.329 0.784
Query-LIFE w/o QMF 188M 0.136 0.207 0.318 0.856 0.090 0.147 0.306 0.863 0.110 0.193 0.295 0.877
Query-LIFE w/o QMM 188M 0.124 0.211 0.335 0.856 0.079 0.201 0.306 0.866 0.079 0.205 0.314 0.879
Query-LIFE w/o ITM 188M 0.128 0.211 0.323 0.861 0.081 0.162 0.311 0.869 0.108 0.212 0.336 0.881

Query-LIFE w/o GenFilt 188M 0.102 0.147 0.261 0.816 0.056 0.147 0.321 0.835 0.090 0.136 0.295 0.849
Query-LIFE on short query 188M 0.031 0.081 0.167 0.855 0.023 0.092 0.142 0.858 0.023 0.092 0.156 0.887
Query-LIFE on long query 188M 0.228 0.357 0.592 0.871 0.121 0.313 0.576 0.886 0.174 0.366 0.622 0.902

Table 2: Offline results compared with different baselines.

Model R@5 R@10 R@20 AUC

BLIP2-FT 0.090 0.181 0.329 0.781Q→T+Q→I
2 Query-LIFE 0.079 0.215 0.318 0.882

Query→M Query-LIFE 0.102 0.215 0.386 0.891

Table 3: The R@K and AUC of divide-and-conquer
approach and query →M.

can be seen that the relevance score is effectively
improved by introducing image information and
external alignment of query-product.

At R@10 and R@20, the query→M of Query-
LIFE is also better than the baselines. Furthermore,
we compare the performance of Query-LIFE and
the divide-and-conquer approach. As shown in
Table 3, Query→M outperforms the divide-and-
conquer approach in all metrics. This clearly shows
the advantage of query→M.

Finally, we tested the performance of the model
on long queries (length > 4) and short queries
(length < 2) separately. AUC and R@K for differ-
ent query lengths are listed in Table 2. Long queries
contain more information, so that both AUC and
R@K are significantly higher than for short queries.
In addition, the Query→M task is still better than
the Query→title and Query→image tasks, which
further emphasises the robustness of our model.
Additionally, we list the t-test in the Appendix.

4.4 Online Experiment

Furthermore, we carry out online A/B experiments
for one month. As shown in Table 5, all the effi-
ciency metrics are increased. The results verified
that Query-LIFE can attracts higher conversions
for our platform. Query-LIFE has been deployed
online and brings stable conversion improvements
for Miravia Search. in addition, annotators are in-
vited to evaluate whether the relevance is improved
by the Query-LIFE. The results are shown in Table
4. Compared to the baseline, the main improve-

ment is that the score for "Excellent" increased
by 4.42% and the score for "Poor" decreased by
2.79%. Further ablation experiments are listed in
the Appendix.

Excellent Fair Bad

Query-LIFE +4.42% +2.17% -2.79%

Table 4: Results of human evaluation.

Order_cnt Order_uv GMV

Query-LIFE +4.11% +3.06% +3.19%

Table 5: Online A/B tests of Query-LIFE.

5 Conclusion

In this paper, we propose a novel approach for
learning the multimodal representation of prod-
ucts in e-commerce search relevance. We de-
sign a query-based multimodal fusion module that
effectively generates dynamic fusion representa-
tions that incorporate product image and text based
on product types. We propose a query-based
modal matching module that utilizes supervised
contrastive learning to match the multimodal rep-
resentation of products based on the search query.
In addition, we propose the GenFilt module that
utilizes the LLM (Large Language Model) and the
ability to generate information from image and text
to solve the false negative sampling problem in con-
trastive learning. The experimental results show
that Query-LIFE performs better than the existing
baseline solutions in both relevance tasks. In addi-
tion, Query-LIFE was successfully used in Miravia
search, leading to improvements in both search
relevance and conversion rate.
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