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Abstract

In product search, negation is frequently used
to articulate unwanted product features or com-
ponents. Modern search engines often struggle
to comprehend negations, resulting in subop-
timal user experiences. While various meth-
ods have been proposed to tackle negations in
search, none of them took the vocabulary gap
between query keywords and product text into
consideration. In this work, we introduced a
query rewriting approach to enhance the perfor-
mance of product search engines when deal-
ing with queries with negations. First, we
introduced a data generation workflow that
leverages large language models (LLMs) to ex-
tract query rewrites from product text. Subse-
quently, we trained a Seq2Seq model to gen-
erate query rewrite for unseen queries. Our
experiments demonstrated that query rewriting
yields a 3.17% precision@30 improvement for
queries with negations. The promising results
pave the way for further research on enhancing
the search performance of queries with nega-
tions.

1 Introduction

Online shopping has become increasingly popu-
lar in recent years. Retail stores, such as Ama-
zon, eBay, and AliExpress, rely on product search
engines to retrieve products that fulfill the user’s
needs given the query. Providing high-quality re-
sults is essential for user satisfaction.

Handling negations has long been recognized as
a challenging task in information retrieval (Koop-
man and Zuccon, 2014; Peikos et al., 2023; Weller
et al., 2023). In product search, a search engine
that fails to recognize the negation intent can return
products that violate the search intent. For instance,
the results retrieved by popular retail stores given
the query “men sneakers no laces” often contain the
undesired product feature of having shoe “laces”.

Numerous methods have been proposed to tackle
negations in search by either separately indexing

the negated content (Limsopatham et al., 2012;
Koopman and Zuccon, 2014; Taylor and Harabagiu,
2018) or filtering search results based on the
negated content (Merra et al., 2023). Negations
in product search pose a unique challenge due to
the vocabulary gap between the user’s query and
the product text fields. For instance, the negation
expression “no laces” in the above example indi-
cates a preference for shoes without laces which
can be fulfilled by a “slip-on” shoes product that
may not even mention term “laces” in its product
text. The observation of vocabulary gap between
the negation expression in a query and descrip-
tion of product feature in product text in product
search motivated us to explore the approach of
query rewriting for enhancing the search quality on
queries with negation. We adopted the generative
paradigm, which is to train a Seq2Seq model to
generate query rewrites given the original query.

To train the query rewriting model, a dataset
containing high-quality query and query rewrite
pairs is needed. Considering the limited user be-
havior data associated with negation queries and
the search model’s poor understanding of negation
intents (Gowriraj et al., 2023; Li et al., 2022; Zhang
et al., 2022), we introduced a novel approach that
utilizes large language models (LLMs) to extract
query rewrites from product text. This approach
can extract query rewrites from limited user behav-
ior data and leverages the semantic understanding
capability of LLMs. The core idea involves prompt-
ing LLM to identify feature descriptions in product
text that align with the negation expression in the
query. Subsequently, we generate query rewrites by
replacing the negation span with the extracted fea-
ture description. Through experiments, we demon-
strated that query rewriting can lead to remarkable
improvements in the search performance of queries
with negations.

The main contributions of this work are summa-
rized as follows:
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• We introduced a query rewriting approach to
enhance product search engines’ performance
on queries with negation.

• We proposed an approach to mine high-quality
query rewrites from user behavior data based
on LLMs.

• The offline quantitative analysis demonstrated
the effectiveness of our data generation and
query rewriting approach.

2 Related Work

2.1 Handling Negation in Information
Retrieval

Handling negations has been recognized as a chal-
lenging task in information retrieval, both for non-
neural methods such as Indri (Koopman and Zuc-
con, 2014), BM25 (Peikos et al., 2023) and for
neural information retrieval methods such as bi-
encoder. Weller et al. (2023) show that most cur-
rent neural information retrieval methods fail to
recognize the negation intent in search queries.

A lot of methods have been proposed to detect
negations in text content (Chapman et al., 2001;
Mehrabi et al., 2015; Councill et al., 2010; Khan-
delwal and Sawant, 2020; Merra et al., 2023). How-
ever, less attention has been paid to improving the
search quality with negation queries. Researchers
have explored indexing, filtering, and learning-
based approaches. One proposed approach is to
distinguish terms within the negative context dur-
ing indexing, e.g. creating a negated version of
terms within the negative context (Limsopatham
et al., 2012; Koopman and Zuccon, 2014; Taylor
and Harabagiu, 2018). In product search, Merra
et al. (2023) proposed to remove products from
the search results when the negation content of
the query appears in the product text. Wang et al.
(2022) proposed to train the semantic retrieval
model using negative queries generated by partially
negating the original query. An auxiliary loss is
added to capture the change in search intent. These
methods focus on how to handle negation in the
retrieval model, assuming that the negation con-
tent and documents use the same vocabulary. In
this work, we took a different perspective and ad-
dressed the vocabulary gap between queries and
documents.

2.2 Query Rewriting

Query rewriting is a fundamental topic in infor-
mation retrieval. Relevance feedback-based ap-
proaches use explicit or implicit user feedback on
search results to expand the query with additional
terms (Salton and Buckley, 1990). A subset of
work uses a two-phase approach (Li et al., 2022;
Xiao et al., 2019; Tan et al.). In the first phase,
candidate queries are generated based on various
signals such as the clicked document, surrounding
queries in a session, and collaborative filtering. In
the second phase, candidates are ranked using a
ranking model based on hand-crafted features (He
et al., 2016; Tan et al.), semantic similarity (Li et al.,
2022; Xiao et al., 2019), or user profile(Li et al.,
2022). Another approach is to train a Seq2Seq
model to generate rewrites. People have modified
Seq2Seq model training for product search by in-
tegrating knowledge graphs (Farzana et al., 2023),
query understanding results (Wang et al., 2021),
and by modeling search intent (Zhang et al., 2022).
In this paper, we adopted the Seq2Seq approach.
Since our focus is to demonstrate the efficacy of
query rewriting for queries with negation, we im-
plement a generic Seq2Seq model architecture as a
proof of concept.

In e-commerce, people have leveraged various
data sources to generate query rewriting candi-
dates for model training, including the rewrites
generated by users (Wang et al., 2021; Zuo et al.,
2022; Farzana et al., 2023) and historical queries
from other users. For instance, Zhang et al. (2022)
mapped infrequent queries to more popular queries
with similar intents. However, relying solely on
user-issued queries may fail to close the vocabulary
gap between search queries and product text. More-
over, the poor performance of search engines on
negation queries often leads to abandoned search
sessions without user engagement, which limits
the availability of user behavior data for rewrite
mining.

Researchers have used generative large language
models (LLMs) to rewrite queries in conversational
search (Yu et al., 2020; Gowriraj et al., 2023; Mao
et al., 2023). These methods utilized LLMs for
free-text generation to expand or summarize search
context. In this work, we leveraged LLMs to extract
content from product text fields such as product
title for query rewriting.



577

3 Methodology

3.1 Overview of Negation Query Rewriting

To bridge the vocabulary gap between the negation
content and product text, we intended to rewrite
the negation content using the vocabulary adopted
by the product text. An intuitive idea is to replace
the query’s negation span with the corresponding
feature description in the product text. In this work,
we use the product title as the sole text field of a
product as it succinctly covers the product type,
brand, and key product attributes or features. The
following example illustrates the idea.

Original query: Screen protector iphone 14
no fingerprints

Purchased product title: Mothca Matte Glass
Screen Protector for iPhone 14/iPhone13/13 Pro
Anti-Glare & Anti-Fingerprint Tempered Glass
Clear Film Case Friendly Easy

Query rewrite: Screen protector iphone 14
Anti-Fingerprint

In this example, we leveraged the (query, product
title) pairs associated with user actions (i.e. pur-
chase). We identified the product feature “Anti-
Fingerprint” from the product title that corresponds
to “no fingerprints”. A query rewrite is gener-
ated by replacing “no fingerprints” with “Anti-
Fingerprint”. This approach does not rely on pre-
existing rewrites created by users. It ensures that
the generated query rewrites align with the product
text vocabulary, bridging the vocabulary gap.

To generalize this idea to unseen user queries,
we first built a dataset with query rewrite examples
(Section 3.2) and subsequently trained a Seq2Seq
model to learn to rewrite user queries (Section 3.3).

3.2 Negation Query Rewriting Dataset
Generation

In this section, we first describe the algorithm to
detect negation spans in search queries. We then
present the approach for identifying the correspond-
ing product feature descriptions.

3.2.1 Query Negation Span Detection

Let q be a user query. We define the negation cue
(NCq) as a set of tokens expressing a negation,
and the negation scope (NSq) as the set of tokens
affected by the negation. Nq = (NCq, NSq) is the
negation span in user query.

Example query: Screen protector iphone 14 no
fingerprints

For instance, in the example query, NCq =
[“no”] is the negation cue and NSq =
[“fingerprints”] is the negation scope. Nq =
“no fingerprints” is the negation span.

We leveraged the ND4Q model introduced by
Merra et al. (2023) for negation span detection.
In our implementation, we employed the trained
model parameters shared by the authors of the
ND4Q paper. This model demonstrates a robust
performance in detecting negation spans, achiev-
ing an accuracy of 95.38% on the negation query
dataset collected by the authors (Merra et al., 2023).

3.2.2 Query Rewrite Generation through
LLM

To identify the semantically similar counterparts of
negation spans in product text, the applied model
must understand the underlying intent conveyed
by the negation. Advanced LLMs can provide this
understanding with the rich semantic knowledge
acquired through pre-training. We leveraged LLMs
by prompting the model to identify phrases within
product text that mirror the negation span. Specifi-
cally, we utilized Flan-T5-XL (Chung et al., 2022)
for this purpose. The prompt was structured in the
following format:

Prompt Template: In <product title> which
phrase is equivalent to <negation span>?

Example Prompt: In ‘Mothca Matte Glass
Screen Protector for iPhone 14/ iPhone13/ 13 Pro
Anti-Glare & Anti-Fingerprint Tempered Glass
Clear Film Case Friendly Easy’ which phrase is
equivalent to ‘no fingerprints’?

Example Answer: Anti-Fingerprint

3.2.3 Query Rewrite Generation through
Removing the Negation Span

We observed that sometimes LLMs fail to extract
a valid rewrite as the product title lacks a feature
that is semantically similar to the negation span.
This observation suggests that some features corre-
sponding to the negation spans might not require
explicit statements. In this case, eliminating the
negation span has the potential to reduce the search
model’s confusion without compromising the es-
sential information required for identifying rele-
vant products. Hence, we generated a query rewrite
by removing the negation span from the original
search query. This strategy has proven effective
in improving search performance by Peikos et al.
(2023). An example is illustrated as follows:
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Original query: Screen protector iphone 14
no fingerprints

Query rewriting: Screen protector iphone 14

3.3 Query Rewriting Model Training
3.3.1 Model Architecture
We leveraged the model architecture FELIX, a text-
editing approach for text generation proposed by
Mallinson et al. (2020). Text-editing models are ef-
ficient in low-resource settings and fast at inference
time compared to traditional Seq2Seq models.

FELIX decomposes the text-editing task into
two sub-tasks: tagging to determine the edit opera-
tions on the input tokens, and insertion to fill in the
missing tokens in the output that are absent in the
input. The tagging model is a token classification
model that assigns one of three labels to each token
(KEEP, DELETE, INSERT). When an INSERT tag is
predicted, k [MASK] tags (k = 5 in our implemen-
tation) are inserted in the intermediate sequence,
signaling the insertion model to infill it with a span
of a maximum of k tokens. The insertion model
is based on a Masked Language Model (MLM).
Both the tagging model and the insertion model are
based on a 12-layer BERT-base model.

3.3.2 Handling Class Imbalance in Tagging
Model Training

During model training, a notable class imbalance
issue was observed with the token labels. The ratio
between the three labels - KEEP : DELETE : INSERT
- is 76:5:1. This imbalance is inherent to the query
rewriting task, as the majority of tokens are ex-
pected to remain unchanged. We experimented
with three strategies to cope with class imbalance:
1) model pretraining; 2) upsampling; and 3) modi-
fying loss functions.

Model Pretraining The tagging model was ini-
tialized with a publicly available pretrained BERT-
base checkpoint. Before training on the negation
query rewriting dataset, we employed a second-
stage model pretraining on a noisy query rewriting
dataset, aiming to adapt the model to the tagging
task. In assembling this pretraining dataset, our
goal was to gather an expanded collection of easily
obtainable query rewriting examples with reduced
class imbalance.

The pretraining dataset was drawn from four
distinct sources to gather a greater variety of ex-
amples. First, we extracted a random sample of
frequent search queries, assuming that no rewriting
is needed for this query set. Second, we extracted

user-generated query rewrites. Within a search
session, if a user issues a query q and, within 60
seconds, follows it with query q′ along with a click
or purchase action, we record the query rewrite pair
(q, q′). Third, for each tail query q, we identified
the head query q′ with the highest cosine similarity
in the embedding space, forming a query rewrite
pair (q, q′). Last, we used a query relaxation model
to remove tokens with low importance, resulting in
query rewrite q′.

Upsampling We applied query-level upsam-
pling. Most queries remain unchanged in the gen-
erated dataset. We upsampled the modified queries,
i.e. with negation spans rewritten or removed, to
match the number of unchanged queries. This in-
creased the occurrence of DELETE and INSERT la-
bels in the training set.

Loss Function We employed focal loss during
model training (Lin et al., 2018). Focal loss was
designed to address the issue of class imbalance,
particularly in scenarios where one class is signif-
icantly more prevalent than the other. The idea
behind focal loss is to down-weight the contribu-
tion of well-classified examples and give higher
importance to examples that are hard to classify or
are misclassified.

FL(pt) = −αt(1− pt)
γlog(pt) (1)

pt = P (y = t|X) (2)

Here, pt is the predicted probability of the tar-
get class, αt and γ are both hyperparameters. We
used the default hyperparameters proposed in the
original paper (αt = 0.25, γ = 2).

4 Experiments

4.1 Evaluation Metrics

We evaluated the impact of query rewriting by com-
paring the search results of the original query and
the query rewrite given the same search model.
Specifically, we evaluated the impact on precision
utilizing a production-grade semantic matching
model within a large e-commerce search engine.
We chose to focus on precision due to the observed
low precision on negation queries, which signifi-
cantly impacts user experience.

Given a search query q, the semantic match-
ing model retrieves a set of products D =
{d1, d2, · · · , dK}. For each product, we evaluate
its relevance to the search query using a relevance
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judgment model r(q, di). If the product is relevant
to the query, r(q, di) = 1.

Precision@K =

∑K
i=1 r(q, di)

K
(3)

For the set of product D′ = {d′1, d′2, · · · , d′K}
retrieved by a query rewrite q′, product relevance
is evaluated concerning the original query, i.e.
r(q, d′i). Precision@K ′ can then be evaluated.
We set K = 30 in our experiment. The impact of
query rewrite is calculated as:

∆Precision@K = Precision@K ′−Precision@K
(4)

4.2 Dataset Generation
We extracted approximately 2.3 million negation
queries associated with purchases from the anony-
mous search logs of a large e-commerce site. We fo-
cused on negation queries with Precision@30 <
100% when processed by a semantic matching
model. Queries with negation span that are already
present in the purchased product title were left un-
altered. The rest underwent the query rewrite gen-
eration process as described in Section 3.2.2 and
Section 3.2.3.

To maintain data quality, we evaluated the gen-
erated query rewrites and retained only those that
improved Precision@30. For queries where the
rewrite led to a precision decrease, we assumed
that no rewriting was needed. The entire data gen-
eration process is summarized in Figure 1.

As shown in Table 1, the resulting dataset con-
tains 281K query rewrites generated by the LLM,
398K query rewrites generated by removing the
negation spans, and 1.6M unaltered queries. The
unaltered queries encompass cases with negation
spans present in the product title or the rewrites
failed to improve precision@30. The unaltered
queries are integrated into model training, enabling
the model to recognize the cases where query
rewriting is not needed. We randomly sampled
a validation set containing 50K queries, and the
remaining queries constitute the training set.

4.3 Semantic Matching Model
We used a DSSM-style bi-encoder model similar
to Nigam et al. (2019) which produces embedding
vector by taking the average embeddings of input
tokens. In this work, we use a BERT-based encoder
(Devlin et al., 2018; Reimers and Gurevych, 2019)
that has 2 BERT layers with 4 attention heads each.

Figure 1: Data generation process

Training Validation
Total 2.2M 50K
Case 1 (Unaltered) 1.6M (70%) 35K (70%)
Case 2 (Remove) 389K (17%) 8.7K (17%)
Case 3 (LLM) 275K (12%) 6.3K (13%)

Table 1: Number of instances belonging to different
types of rewriting and data partitions in the resulting
dataset.

The query and product encoders share the same
model weights but accept different token lengths.
Following (Nigam et al., 2019), we use only query
keywords and product title as model input. The
model is trained using the InfoNCE (Van den Oord
et al., 2018) loss function equipped with Additive
Margin Softmax (Wang et al., 2018).

4.4 Results

Table 2 presents the changes in precision@30
when applying query rewriting on negation queries
within the validation set. Notably, all origi-
nal negation queries in the validation set have
precision@30 < 100%. In addition, we re-
ported the impact on queries on which the semantic
matching model performs poorly, i.e. those with
precision@30 < 88%.

The mined query rewrites yield a 5% improve-
ment in precision@30 for queries in the valida-
tion dataset and an 8% improvement for queries
with precision@30 < 88%. On the other hand,
the query rewrites generated by the FELIX model
with pre-training demonstrate a 3.17% improve-
ment in precision@30 for queries in the validation
dataset and a 5.94% improvement for queries with
precision@30 < 88%. A slight performance de-
crease is observed without the pre-training phase.

These results indicate that query rewriting effec-
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Dataset Not Pre-trained Pre-trained
All queries +5% +2.87% +3.17%
Prec@30 <88% +8% +5.45% +5.94%

Table 2: Changes in precision@30 with query rewriting.

Predicted rewrite
No Yes

Actual
rewrite

No 23K (0) 12K (-3.12%)
Yes 3K (0) 12K (+15.67%)

Table 3: Impact of query rewriting on queries that
require or do not require rewriting. The rows repre-
sent whether a query requires rewriting in the gathered
dataset, while the columns represent whether the model
rewrites the query.

tively addresses the vocabulary gap between nega-
tion content and product text, enabling the seman-
tic matching model to better understand the search
intent behind negation. The Seq2Seq model can
generalize the query rewriting patterns mined from
search data to unseen queries, generating query
rewrites that more precisely capture the customer’s
search intent than the original query. Consequently,
this model can serve as a preprocessing step, re-
fining user queries before feeding into the search
engine or model.

As mentioned previously, a majority of the
queries in the dataset remain unaltered. We exam-
ined the model’s impact on queries that require or
do not require rewriting. In Table 3, the rows repre-
sent whether a query requires rewriting in the gath-
ered dataset, while the columns represent whether
the model rewrites the query. In each cell in the ta-
ble, the number of queries falling into the category
and their change in precision@30 are shown. The
analysis is done on the pre-trained model.

We can see that the model can recognize the ma-
jority of queries that require rewriting. Focusing on
these queries, the model-generated rewrites result
in a notable 15.67% improvement in precision@30,
which is equivalent to approximately 5 more rele-
vant products within the top 30 results. However,
the model also rewrites a substantial portion of
queries that should remain unaltered. For these
queries, the model’s rewrites lead to a decrease in
precision (-3.12%). In other words, inappropriate
query rewriting may result in more irrelevant prod-
ucts. To address this issue, further investigation is
needed to minimize the negative impact on queries
that do not require rewriting. In this work, the query

rewriting model was trained to keep the original
query when rewriting is not needed. An alternative
strategy is to apply a binary classification model or
leverage search behaviors (e.g. user-initiated query
rewrite) to identify queries that require rewriting.

4.5 Deployment Considerations

The query rewriting process inevitably introduces
extra latency. In practice, query rewrites can be
pre-computed offline for a list of head and torso
queries, which are repeatable and cover most of
the query coverage. Those query rewrites can be
extracted directly using LLMs as described in Sec-
tion 3.2. Whenever a real-time query is requested,
a lookup to query rewrite cache is performed to
collect the corresponding query rewrite, and the re-
sulting queries are then passed to the search engine.
If the query is not found in the cache, the trained
query rewriting model can be leveraged to generate
a query rewrite. In this paper, we adopted a BERT-
based query rewriting model to demonstrate the
effectiveness of the approach. However, in prac-
tice, lightweight query rewriting models, which
have been proposed and applied to e-commerce
platforms (Zhang et al., 2022; Zuo et al., 2022),
can be leveraged considering latency requirements.
Note that LLMs, which require significant compu-
tational resources and time, is only used offline.

5 Conclusion

In this work, we applied query rewriting to en-
hance product search performance on queries with
negation. We introduced a method to extract query
rewrites using LLMs, which produces high-quality
query rewrites that increases search precision by
5%. This LLM-based data generation method can
generalize to other use cases that are subject to vo-
cabulary gap. Our experiments demonstrated that
the trained query rewriting model yields a 3.17%
precision improvement on queries with negation.
The result implies that negation queries in product
search are subject to vocabulary gaps, and query
rewriting enables the semantic matching model to
better understand the user’s search intent. This
work thus shows that query rewriting can signifi-
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cantly improve the search precision on queries with
negation.
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