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Abstract

Enriching sentences with knowledge from qual-
itative sources benefits various NLP tasks and
enhances the use of labelled data in model train-
ing. This is crucial for Financial Sentiment
Analysis (FSA), where texts are often brief and
contain implied information. We introduce RE-
FIN (Retrieval-based Enrichment for FINan-
cial data), an automated system designed to
retrieve information from a knowledge base to
enrich financial sentences, making them more
knowledge-dense and explicit. RE-FIN gen-
erates propositions from the knowledge base
and employs Retrieval-Augmented Generation
(RAG) to augment the original text with rel-
evant information. A large language model
(LLM) rewrites the original sentence, incor-
porating this data. Since the LLM does not
create new content, the risk of hallucinations
is significantly reduced. The LLM generates
multiple new sentences using different relevant
information from the knowledge base; we de-
veloped an algorithm to select one that best
preserves the meaning of the original sentence
while avoiding excessive syntactic similarity.
Results show that enhanced sentences present
lower perplexity than the original ones and im-
prove performances on FSA.

1 Introduction

Financial sentiment analysis (FSA) aims to deter-
mine the sentiment conveyed in financial texts re-
garding a specific stock or the overall market out-
look. To address the challenge posed by the mar-
ket’s active shifts, automated FSA has gained in-
creasing attention in the past years (Van de Kauter
et al., 2015). It has proven to be a powerful tool
to support business decision-making and perform
financial forecasting (Ma et al., 2023, 2024).

Nevertheless, FSA presents unique challenges
with respect to general SA. The language in finance
is highly specialized, filled with acronyms, tech-
nical jargon, industry-specific terms, and sarcasm,

making it tricky for models to understand (Cam-
bria et al., 2017; Malandri et al., 2018). Moreover,
there’s a shortage of large, labelled datasets, and
annotating financial text requires expertise that’s
not easily scalable. Therefore, classification mod-
els often perform much worse in FSA than they do
with more general SA (Xing et al., 2020). Even em-
bedding alignment, which has proven effective in
adapting models to specialized domains (D’Amico
et al., 2024; Malandri et al., 2024) in certain fields,
in FSA remains inconsistent (Liu et al., 2019).

Recently, Large Language Models (LLMs) have
emerged as a potential tool to address the chal-
lenges mentioned above, offering powerful capa-
bilities that can be applied to the financial domain.
With their recent widespread adoption, models like
ChatGPT and GPT-4 have demonstrated impres-
sive performance in various NLP tasks(Bang et al.,
2023; Omar et al., 2023; Khoury et al., 2023), in-
cluding FSA (Li et al., 2023). However, directly
applying LLMs for FSA poses two notable chal-
lenges. Firstly, the discrepancy between the objec-
tive function used in LLMs’ pre-training and the
goal of predicting financial sentiment may result
in LLMs’ inability to consistently output labels for
financial sentiment analysis as expected (Ouyang
et al., 2022; Thoppilan et al., 2022). Secondly,
the typical subjects of financial sentiment analysis,
such as news flashes and tweets, are characteristi-
cally concise and often lack adequate background
information (Zhang et al., 2023; Van de Kauter
et al., 2015).

To address the challenges above, we present
a retrieval-augmented LLM framework for FSA.
This paper proposes a new method to retrieve infor-
mation from credible and customizable unstruc-
tured knowledge to enrich sentences. This ap-
proach makes the data more rich and understand-
able, which can increment user engagement—an es-
sential factor in Machine Learning application (Ce-
sarini et al., 2024) — and improves FSA. We
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can summarize our contributions in the following
points:
• We present RE-FIN, a methodology for RAG that

extracts propositions from a knowledge base and
integrates them with original texts using LLMs
through an innovative post-retrieval approach.

• Through evaluation on state-of-the-art bench-
marks and an ablation study, we demonstrate that
RE-FIN outperforms existing approaches.

• We provide the code freely to the community,
promoting accessibility and further research1 .

2 Related Works

2.1 FSA Models
Financial Sentiment Analysis (FSA) evaluates mar-
ket sentiment by analyzing news and social media
data, which can predict investment behaviors and
equity market trends (Mishev et al., 2020). Un-
derstanding the effectiveness of these models in
finance significantly impacts downstream finan-
cial analysis tasks (Li et al., 2023). Like other
finance areas, such as named entity recognition and
question-answering systems, LLMs are increas-
ingly adopted in FSA (Li et al., 2023), enhanc-
ing the extraction of insights from unstructured
data and improving decision-making. Early ap-
proaches (Araci, 2019; Day and Lee, 2016; So-
hangir et al., 2018; Yang et al., 2020) utilized
fine-tuned models achieving high performance but
suffered from limited generalization due to re-
liance on specific training datasets (Xing, 2024).
This highlights the need for more flexible mod-
els in FSA. Recent studies indicate that LLMs
can outperform fine-tuned models in certain tasks.
While these models exhibit strong generalization
abilities as problem solvers (Li et al., 2023), ap-
plying them to FSA presents challenges (Zhang
et al., 2023). Financial domain LLMs, such
as BloombergGPT (Wu et al., 2023) and Fin-
GPT (Yang et al., 2023), struggle to generate accu-
rate sentiment labels due to a mismatch between
their training objectives, typically Causal Language
Modeling, and those of financial sentiment analy-
sis (Zhang et al., 2023). Furthermore, financial sen-
timent analysis often addresses brief subjects like
news flashes and tweets, which lack sufficient con-
text, complicating reliable sentiment assessment.
Implicit sentiment, where factual information sug-
gests positive or negative sentiment, further com-
plicates the issue (Van de Kauter et al., 2015).

1https://github.com/filippopallucchini/RE-FIN

2.2 RAG Models

LLMs demonstrate remarkable capabilities but face
challenges such as hallucination, outdated knowl-
edge, and opaque reasoning processes. Retrieval-
Augmented Generation (RAG) provides a promis-
ing solution by incorporating knowledge from
external databases, enhancing generation accu-
racy and credibility, particularly for knowledge-
intensive tasks, while enabling continuous up-
dates and integration of domain-specific informa-
tion (Gao et al., 2023). RAG (Cai et al., 2022;
Lewis et al., 2020) merges the strengths of context
retrieval and LLMs for language generation (Zhang
et al., 2023). This method leverages two distinct
knowledge sources: the parametric memory within
LLMs and the nonparametric memory from re-
trieved documents, effectively guiding generation
to yield more accurate, contextually relevant re-
sponses. RAG has seen extensive application in
open-world QA (Mao et al., 2021) and code sum-
marization (LIU et al., 2021; Parvez et al., 2021).

The success of RAG heavily depends on the qual-
ity of the retrieval process, which employs sentence
embeddings (Salemi and Zamani, 2024). While
sentence embeddings capture overall text mean-
ing as fixed-length representations (Morris et al.,
2023), querying them for semantic information at
a granular level is challenging (Rudinger et al.,
2017; Qin and Van Durme, 2023; Wang and Yu,
2023). This limitation restricts expressivity in tasks
like document retrieval, particularly when iden-
tifying concepts expressed in specific document
segments rather than the entire document. Previous
studies have shown success with phrase retrieval
or late-interaction models that provide more gran-
ular representations of the retrieval corpus (Seo
et al., 2019; Khattab and Zaharia, 2020; Lee et al.,
2021a,b). Coarse-grained retrieval units may de-
liver relevant information, yet they risk introduc-
ing redundant content that could distract retrievers
and LLMs in downstream tasks (Yu et al., 2023;
Shi et al., 2023), especially in sentiment classifica-
tion, where excessive information might confuse
rather than clarify. Therefore, we adopt a fine-
grained retrieval logic utilizing document propo-
sitions, computed using the model developed by
Chen et al. (Chen et al., 2023). Propositions repre-
sent atomic expressions in the text, encapsulating
unique factual segments in concise, self-contained
natural language (Gao et al., 2023). Additionally,
the generation process itself can pose challenges.
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For example, concepts in external documents may
be similar but not identical to those in the question,
which could mislead the LLM (Chen et al., 2024).
While most approaches focus on controlling the re-
trieval process, evaluating the generation is equally
important (Cheng et al., 2024; Es et al., 2023). To
address this, instead of generating a single aug-
mented sentence, we produce multiple options and
select the most suitable one using a post-retrieval
method developed in this work.

3 Methods

Here, we describe the framework of the model pro-
posed in this paper and sketched in Fig. 1. A tradi-
tional RAG process includes three main phases in-
dexing, retrieval, and generation; moreover, an ad-
vanced RAG method, like the one proposed in the
paper, also employs pre-retrieval and post-retrieval
strategies (Gao et al., 2023).

Indexing starts with the cleaning and extraction
of raw data in PDF, CSV, and TSV formats and
converts them into a uniform plain text format. To
accommodate the context limitations of language
models, text is segmented into sentences delimited
by points, becoming smaller and digestible chunks.

Pre-retrieval process. In this stage, the primary
focus is optimizing the indexing structure and the
original query. Optimizing indexing aims to en-
hance the quality of the content being indexed. We
involve a very little-used strategy proposed by Chen
et al. (Chen et al., 2023), enhancing data granular-
ity, and optimizing index structures. We choose
propositions as a retrieval unit since the retrieved
texts are more condensed with information rele-
vant to the original sentence, reducing the need
for lengthy input tokens and minimizing the inclu-
sion of extraneous, irrelevant information. Proposi-
tions are then encoded into vector representations
using an embedding model and stored in a vec-
tor database. This step enables efficient similarity
searches in the subsequent retrieval phase.

Retrieval. Upon receipt of a user query, the
RAG system employs the same encoding model
utilized during the indexing phase to transform the
query into a vector representation. It then com-
putes the similarity scores between the query vec-
tor and the vector of chunks within the indexed
corpus. The system prioritizes and retrieves the top
K chunks that demonstrate the greatest similarity
to the query. These chunks are subsequently used
as the expanded context in the prompt.

Post-Retrieval Process. Once the relevant con-
text is retrieved, it’s crucial to integrate it effec-
tively with the query. The main methods in the
post-retrieval process include re-ranking chunks
and context compressing. In particular, we utilize
an innovative heuristic process to create a new sen-
tence similar to the original one that includes the
most relevant documents retrieved.

Generation. In this phase, the best sentence
enriched created is corrected using an LLM and
used as the final version of the sentence.

Now, we are going to describe the method more
analytically. Let’s consider I as the set of origi-
nal sentences to be enriched, where i ∈ I , and K
as the set of sentences from the knowledge cor-
pus chosen for enriching the original sentences,
where k ∈ K. We choose knowledge data from
Investopedia downloaded from huggingface plat-
form23, from two of the most important book of Fi-
nance (Fisher, 2003; Graham and McGowan, 2005)
and the dataset of financial terms definitions pro-
vided by Ghosh et al. (Ghosh et al., 2022). The
first task is to extract the propositions that com-
pose the sentences of both the original text and the
knowledge. To perform this we utilize the Propo-
sitionizer proposed by Chen et al, 24 (Chen et al.,
2023)4, that we call PROP , such that

pi = PROP (i) (1)

where pi = (1, ..., ni) and

pk = PROP (k) (2)

where pk = (1, ..., nk). Now we use these propo-
sitions to retrieve for each i the most similar docu-
ment from the knowledge, exploiting the Cosine
Similarity CSpipk = cosim(E(pi), E(pk)))
such that:

ri =
K

max
k=1

(CSpipk |CSpipk > β) (3)

where ri is the set of documents retrieved and E
is encoder-only model5 provided by huggingface.
β is a constraint designed to retrieve just those
documents composed by a proposition semantically
very similar to one proposition of the original text.
We add two other constraints to take under control
that:

2https://huggingface.co/datasets/infCapital/investopedia_terms_en
3https://huggingface.co/datasets/openvega-

simon/investopedia
4https://huggingface.co/chentong00/propositionizer-wiki-

flan-t5-large
5https://huggingface.co/intfloat/e5-base-v2
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Figure 1: Diagram of the proposed model called RE-FIN.

• k would not be too similar to pi (using γ); be-
cause, in this case, the retrieval could be useless

ri =
K

max
k=1

(CSkpi |CSkpi < γ) (4)

• i would not be too different to pk (using ϵ) and
k itself (using ϵ ∗ 1.2)); because, in this case, the
retrieval could be not adequate if not pejorative

ri =
K

max
k=1

(CSipk |CSipk > ϵ) (5)

ri =
K

max
k=1

(CSik|CSik > ϵ ∗ 1.2) (6)

k document that respects all constraints indicated
will be used for the enrichment task. This task is
performed with the fundamental aid of a decoder-
only model, that comes from the work of Jiang
et al. (Jiang et al., 2023) and it is provided by
HuggingFace6, that merges i and k to create the
enriched sentence e. e is the result of three steps:
• produce ζ candidates

ec = LLM(i, ri) (7)

where c = (1, ..., ζ)
• select zetatop candidates closest to a reference

vector vi positioned between E(i) and E(ri)
with a µ pace calculated with a Move Towards
(MT ) function

vi = MT (E(i), E(ri)|µ) (8)

such that

ectop = max
ζtop

(CSecvi) (9)

6https://huggingface.co/TheBloke/Mistral-7B-Instruct-
v0.2-GPTQ

• correct ζtop using the Eq.7 with prompt adjusted
and select e with the Eq.9 respecting two last
constraints

ei =
ζtop
max

1
(CSectopvi

|CSiei > ω) (10)

where ω is the minimum semantic similarity be-
tween E(i) and E(ei). The system described
above allows us to use propositions for precise
retrieval while utilizing the entire document for en-
richment. This process is enabled by a controlled
step that verifies: (i) the semantic similarity of the
entire document relative to the original sentence (as
described in Eq.6), and (ii) the semantic similarity
of the enriched sentence in relation to the original
sentence (as described in Eq.10).

4 Evaluation

For the evaluation, we selected three datasets well
highly used for FSA, as in the papers we used as
main references (Xing, 2024; Li et al., 2023; Zhang
et al., 2023; Du et al., 2024). Financial Phrase-
Bank (FPB) (Malo et al., 2014). FPB includes
4,846 news annotated by 16 individuals with ade-
quate background knowledge of financial markets
from an investor perspective. Based on the strength
of agreement among annotators, it releases four
reference datasets, namely 100%, 75%, 66%, and
50% agreement. In their study, Malo et al. argues
that the overall sentiment may be different from
the prior sentiment polarity of individual words,
and incorporating phrase-structure information and
domain-specific use of language could improve the
detection. We use the 100% agreement dataset.
FiQA Task 1 (Maia et al., 2018). The dataset is
from FiQA Open Challenge Task 1, which con-
sists of 498 financial news headlines and 675 posts
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Dataset FPB FiQA SEntFiN
Positive 570 507 2832
Negative 303 264 2373
Neutral 1391 - 2701
Total Size 2264 771 7906

Table 1: Summary statistics for the three FSA datasets
(after post-processing).

with their target entities, aspects, and correspond-
ing sentiment score. The original dataset has 1173
messages with sentiment scores ranging from -1
to +1. By filtering those scores with an absolute
value larger than 0.3, only 771 messages are left
and mapped to the positive/negative classes exactly
as (Xing, 2024). SEntFiN 1.0 (Sinha et al., 2022).
SEntFiN is a human-annotated dataset that includes
10,753 news headlines with their entity and corre-
sponding sentiment. Commonly, multiple entities
are present in a news headline with different senti-
ment expressions and SEntFiN has 2,847 headlines
that contain multiple entities, which may have con-
flicting sentiment. For this reason, we consider
in our experiment just those documents without
conflict.

We conduct our evaluation over 3 different tasks
without and with the enrichment process:
FSA with decoder-only: Predict sentiment of sen-
tences through a pre-trained LLM.
FSA with encoder-only: Fine-tune and predict sen-
timent through a pre-trained encoder-only model
Perplexity
The parameters utilized for the experiments were
deducted from a sensitivity analysis. We select
these values as optimal: β = 0.8, γ = 0.95,
ϵ = 0.7, ζ = 50, µ = 0.12, ζtop = 5, ω = 0.83.

4.1 FSA
First, we tested whether a decoder-only model is
better at predicting the sentiment of a sentence af-
ter enrichment. We prompted the input sentence,
asking the LLM6 to predict the sentiment as either
(POSITIVE, NEGATIVE) or (POSITIVE, NEU-
TRAL, NEGATIVE), depending on the dataset
used, employing both zero-shot and few-shot learn-
ing. For the few-shot scenario, we randomly se-
lected one example per label from the respective
dataset: 3 examples for FPB, 6 for SEntFiN (as it
contains twice as many as FPB), and 2 for FIQA.
Specifically, we compared the model’s accuracy
in predicting the sentiment of the dataset with and
without enriched sentences to assess whether en-

richment aids a pre-trained model in predicting a
sentence’s financial sentiment. Following this, we
conducted another FSA using a pre-trained encoder-
only model7 that was fine-tuned without and with
the enriched sentences.

Dataset FPB FiQA SEntFiN
Decoder-only - Zero-shot
Mistral 75.8% 79.1% 65.4%
Mistral + RE-FIN 86.4% 87.3% 68.1%
Decoder-only - Few-shot
Mistral 87.6% 79.9% 66.9%
Mistral + RE-FIN 91.5% 87.3% 69.6%
Encoder-only - Fine-tuning
DistilBert 90.6% 73.1% 58.8%
DistilBert + RE-FIN 92.8% 73.1% 71.9%

Table 2: Accuracy for FSA using the encoder-only
model, considering only the enriched documents for
each dataset.

Dataset FPB FiQA SEntFiN
Decoder-only - Zero-shot
Mistral 75.1% 80.9% 70.7%
Mistral + RE-FIN 79.3% 83.9% 71.1%
Decoder-only - Few-shot
Mistral 86.3% 80.3% 67.7%
Mistral + RE-FIN 88.0% 82.4% 68.0%
Encoder-only - Fine-tuning
DistilBert 93.2% 71.0% 86.0%
DistilBert + RE-FIN 95.8% 85.4% 86.7%

Table 3: Accuracy for FSA. The accuracy reported
for the Encoder-only evaluation was computed after
1 epoch.

It is easier to notice the performance increase
due to RE-FIN. On average there is an increase
of 3.8% utilizing a zero-shot prompt and 4.3%
with few-shot learning. The sole exception is
the encoder-only model trained exclusively on the
augmented data of the FiQA dataset, which ex-
hibits the same performances achieved with the
non-augmented data. Nonetheless, decoder-only
models that employ data augmented via RE-FIN
achieve the highest overall performance for this
dataset. Both encoder-only and decoder-only mod-
els were chosen with the belief that they offer a
strong foundation while being accessible and easy
to use for the entire community.

4.2 Perplexity

Perplexity is a measurement that reflects how well
a model can predict the next word based on the
preceding context. So, we thought that computing
the perplexity w/o enrichment could give a reliable

7https://huggingface.co/distilbert/distilbert-base-uncased
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measure of improving the clarity and objective of
sentences. We utilized a commonly used Python
library evalute8, testing the two most used LLMs
provided: openai-gpt and gpt2.

Dataset FPB FiQA SEntFiN
openai-gpt 531.4 4572.7 6072.7
openai-gpt + RE-FIN 384.3 3099.3 5427.3
gpt2 180.1 1162.5 1219.4
gpt2 + RE-FIN 138.2 670.5 1090.2

Table 4: Mean Perplexity.

4.3 Ablation Analysis

We conducted an ablation study to evaluate the
robustness of our model and the contribution of
each component. We tested each dataset with three
distinct settings to demonstrate the value of each
component of our method. The experiments were
carried out on the decoder-only fine-tuning task, as
it yielded the best performance, as discussed in the
previous section. The approaches we tested are:
• No Retrieval: Sentences are enriched directly

using the LLM6, without any retrieval process or
additional steps.

• No Post-Retrieval: The retrieval process is ap-
plied as described in Sec.3, but sentences are en-
riched with the LLM6 without the post-retrieval
phase.

• No MT: The complete method is used, except
the MT logic, which is responsible for selecting
the best-enriched candidate, is removed. Instead,
a simpler function based on cosine similarity is
used to select the candidate most similar to the
original sentence.

Fig.2 shows the contribution of the retrieval process
compared to enriching sentences without it. The
most notable insight from the results is the signifi-
cant impact of candidate selection criteria. Relying
solely on cosine similarity resulted in the lowest
accuracy for two out of three datasets, emphasizing
the importance of our MT function in selecting the
best-enriched candidate.

5 Results

RE-FIN demonstrates superior performance across
all datasets and classification methods tested, with
the only exception being the encoder-only model
trained with augmented data from the FiQA dataset,
which performs similarly to non-augmented data.

8https://pypi.org/project/evaluate/
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Figure 2: Accuracy across datasets (FPB, FIQA,
SEntFiN) for different iterations.

However, the highest performance for this dataset
is achieved by decoder-only models utilizing RE-
FIN augmented data. The ablation study in Fig.2
shows that every component of RE-FIN positively
contributes to overall performance, emphasizing
its effectiveness in enhancing classification results.
Notably, RAG and fine-tuning are not mutually
exclusive but can complement each other, enhanc-
ing models at different levels (Gao et al., 2023).
For FPB and SEntFin, their combined use achieves
optimal performance.

6 Conclusions

In this paper, we developed a novel RAG method-
ology that enriches domain-specific sentences with
reliable, knowledge-based information. Our model
retrieves information based on propositions, seek-
ing sentences that share similar propositions while
providing added value. Additionally, it introduces
an novel selection criterion to choose the candidate
that best integrates the input sentence with infor-
mation from retrieved documents. Experimental
results on three FSA datasets show that RE-FIN
consistently improves sentiment analysis perfor-
mance across all datasets, achieving superior accu-
racy compared to existing methods. The ablation
study indicates that each component of RE-FIN en-
hances its overall effectiveness. The RE-FIN tool
is released as a free and open-source resource for
the research community9, enabling broader access
and advancing financial sentiment analysis.

9https://github.com/filippopallucchini/RE-FIN
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