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Abstract

Previous studies on multi-party dialogue dis-
course parsing have struggled to fully under-
stand the deep semantics of dialogues, espe-
cially when dealing with complex topic inter-
twining and ellipsis. To address the above is-
sues, we propose a novel model DDPE (Dia-
logue Discourse Parsing with Explanations) to
integrate external knowledge from Large Lan-
guage Models (LLMs), which consists of three
components, i.e., explanation generation, struc-
tural parsing, and contrastive learning. DDPE
employs LLMs to generate explanatory and
contrastive information about discourse struc-
ture, thereby providing additional reasoning
cues that enhance the understanding of dia-
logue semantics. The experimental results on
the two public datasets STAC and Molweni
show that our DDPE significantly outperforms
the State-Of-The-Art (SOTA) baselines.

1 Introduction

Multi-party dialogue discourse parsing is an im-
portant and highly challenging task in natural lan-
guage processing (NLP) (Shi and Huang, 2019;
Yang et al., 2021; Ganesh et al., 2023). It aims to
analyze the discourse structures and semantic rela-
tions between utterances in multi-party conversa-
tions. This task has wide applications in scenarios
such as meeting summarization (Feng et al., 2021),
dialogue generation (Li et al., 2024), and machine
reading comprehension (Li and Zhao, 2021).

In multi-party dialogues, the intertwining of ut-
terances from different speakers leads to frequent
topic shifts, making it difficult to capture seman-
tic connections between adjacent utterances. Tak-
ing the dialogue in Figure 1 as an example, the
interweaving of topics from multiple participants
makes the discourse structure of the entire dialogue
intricate and complex. Furthermore, speakers fre-
quently exclude background information or content
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Figure 1: An example of multi-party dialogue discourse
parsing. The directed lines of different colors represent
different types of discourse relations between the ele-
mentary discourse units (EDUs), while the rectangular
blocks of different colors represent the topic thread to
which that utterance belongs.

referenced in preceding utterances, aiming for sim-
plicity and convenience in oral expression. This
approach, however, often requires more contex-
tual inference for accurate semantic understanding.
However, previous methods on shallow semantic
features (Shi and Huang, 2019; Fan et al., 2023;
Thompson et al., 2024) have proven inadequate for
accurately modeling the complex discourse struc-
ture of multi-party dialogues. It is therefore imper-
ative to address the above issues of topic intertwin-
ing and ellipsis in multi-party dialogues.

Large Language Models (LLMs) have achieved
remarkable success in numerous NLP tasks (Sun
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et al., 2023; Kocmi and Federmann, 2023; Feng
et al., 2023; Chiang and Lee, 2023), demonstrating
powerful semantic understanding and reasoning
capabilities. This provides a new perspective for
addressing the semantic understanding challenges
of topic intertwining and ellipsis in multi-party dia-
logue discourse parsing.

To address the above two issues, we propose a
novel model DDPE (Dialogue Discourse Parsing
with Explanations) to integrate external knowledge
from LLMs. We leverage the semantic understand-
ing and knowledge reasoning capabilities of LLMs
to generate the explanations of discourse structures.
These explanations reveal semantic connections be-
tween the current utterance and its context. For ex-
ample, the explanations can summarize the current
utterance and its relation with previous utterances,
or introduce additional reasoning cues to enhance
dialogue semantic representation and overcome is-
sues of topic intertwining and ellipsis. Moreover,
we introduce contrastive learning to generate con-
trastive explanations based on the correct and in-
correct predictions of the DDPE model, amplify-
ing key reasoning information to further improve
the performance of multi-party dialogue discourse
parsing. The experimental results on two public
datasets STAC and Molweni show that DDPE out-
performs several state-of-the-art (SOTA) baselines.
We will make our model DDPE publicly available
for further research1.

2 Related Work

Multi-party dialogue discourse parsing is a chal-
lenging task that has received extensive attention
from researchers in recent years. Early methods
were mainly based on handcrafted features, mod-
eling discourse structures by calculating the prob-
ability of elementary discourse unit (EDU) pairs
and using decoding strategies such as maximum
spanning tree algorithm (Muller et al., 2012; Afan-
tenos et al., 2015) and integer linear programming
(Perret et al., 2016). They require a large amount of
feature engineering and are difficult to be adapted
to complex and changeable dialogue scenarios.

With the development of deep learning, re-
searchers have begun to introduce neural networks
to multi-party dialogue discourse parsing, such
as using Gated Recurrent Units (GRUs) (Shi and
Huang, 2019; Fan et al., 2022; Chi and Rudnicky,
2022) and Graph Neural Networks (GNNs) (Wang

1https://github.com/Shannanliu/DDPE

et al., 2021) to construct context embeddings. Al-
though these methods alleviate the burden of fea-
ture engineering to a certain extent, they still strug-
gle to understand the deep semantics of complex
dialogues, especially when dealing with topic inter-
twining, ellipsis, and long-distance dependencies.

Recent research tends to generate discourse-level
representations of context using pre-trained lan-
guage models (PLMs) while injecting external in-
formation such as speaker information (Yu et al.,
2022; Li et al., 2023b; Ma et al., 2023) or perform-
ing joint learning with auxiliary tasks (He et al.,
2021; Fan et al., 2023). However, these discrimina-
tive methods typically formulated the prediction of
each discourse structure as two independent steps:
first determining whether a discourse pair forms a
relation, and then predicting the corresponding rela-
tion type. This discriminative paradigm ignored the
integrity and coherence of the dialogue discourse
structure and struggled to model the sequential de-
pendencies of the entire dialogue.

A few works have focused on generative model.
Thompson et al. (2024) developed an incremen-
tal parsing model LLaMIPa (LLaMA Incremental
Parser), which can utilize discourse context and ob-
tain substantial performance improvements. How-
ever, LLaMIPa relies on previously inferred dis-
course structures when predicting links and rela-
tions between new discourse units. This makes the
prediction of the current discourse limited by the
quality of historical discourse structures, and the
errors may accumulate gradually as the dialogue
progresses. In this paper, our proposed DDPE only
requires the current dialogue information to simul-
taneously predict link and relation types, reducing
the dependence on the historical information.

3 Methodology

3.1 Problem Definition
Given a multi-party dialogue D = {u1, . . . , un},
where ui represents the i-th utterance and n is the
total number of utterances. Each utterance ui can
be represented as a binary tuple (si, wi), where si
and wi are the speaker and the textual content of
the utterance, respectively. For each utterance ui,
the objective of the discourse parsing task is to pre-
dict its corresponding parent node uj (ui, uj ∈ D)
and the type of discourse relation r ∈ R between
ui and uj . Here, R represents a predefined set of
relation types, such as {Comment,Question −
answer_pair, Acknowledgement, . . .}. In our

https://github.com/Shannanliu/DDPE
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Figure 2: Overview of the DDPE framework. It consists of three modules: EGM, SPM, and CLDM.

model, the discourse parsing task in generation
mode will be represented as “[ui] → [uj ]: r”.

3.2 Overview
To address the issues of topic intertwining and el-
lipsis in multi-party dialogue discourse parsing,
we propose the framework of Dialogue Discourse
Parsing with Explanations (DDPE), as shown in
Figure 2. It consists of three main components:
Explanation Generation Module (EGM), Structural
Parsing Module (SPM), and Contrastive Learning-
Driven Module (CLDM). EGM utilizes LLMs to
generate explanatory information for discourse
structures, enhancing the semantic representation
of dialogues and overcoming the issues of topic
intertwining and ellipsis. SPM and EGM form a
teacher-student model, whereby the explanatory
information generated by EGM is leveraged to en-
hance the semantic understanding and reasoning
capabilities of SPM. CLDM generates contrastive
explanations for correct and incorrect model pre-
dictions, amplifying key reasoning information and
further improving discourse parsing performance.

3.2.1 Explanation Generation Module
EGM utilizes the powerful semantic understand-
ing and knowledge reasoning capabilities of LLMs
to generate explanatory information for discourse
structures. These explanations reveal the semantic
connections between the current utterance and its
context, such as summarizing the current utterance
and its relation with previous utterances, thereby
providing additional reasoning cues for subsequent

discourse parsing. This approach has not been fully
explored in existing literature. To fully leverage the
capabilities of LLMs, we designed a novel prompt
template as shown in Appendix A, that includes
three key components as follows.

Task description It clearly states the task ob-
jective of generating corresponding explanations
based on dialogues and labels, providing clear task
guidance for the LLM.

Output example It provides an output example
with the expected format “l+: exEGM”, where “l+”
represents the label of a specific discourse relation
to be explained “[ui] → [uj ]: r”, and “exEGM”
is the natural language explanation for that label,
including an explanation sentence and “[ui]” and
“[uj ]” to locate the tokens in the i-th and j-th utter-
ances. These rich explanatory details reveal the
intrinsic reasons for the formation of discourse
structures, providing more reasoning basis for sub-
sequent discourse parsing.

Training samples It consists of the complete
dialogue context D and the discourse relation label
label to be explained.

These three components form a complete input
prompt. Unlike the traditional “prompt + input”
approach, which typically provides the entire di-
alogue and all discourse structure labels simulta-
neously, our method adopts a “prompt + global
context + local label” paradigm where the global
context refers to the entire dialogue and the local
label refers to the label “[uj ]” embedded in sen-
tences. Due to the repeated appearance of infor-
mation such as speakers, entities, and pronouns in
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dialogues, these local labels can help LLMs accu-
rately locate the position of the target in utterances,
thereby identifying accurate links and relations of
utterances. Accordingly, this novel approach en-
ables LLMs to comprehensively understand the se-
mantics of dialogue while focusing on fine-grained
utterance dependencies. Furthermore, it facilitates
the enhancement of the specificity and accuracy of
explanations, addressing the limitations of informa-
tion overload and lack of specificity that traditional
“prompt + input” methods may face in complex
multi-party dialogues. The input and output of
EGM are shown as follows.

EGM(l+ : exEGM ) = LLM(D, label) (1)

3.2.2 Structural Parsing Module
To fully utilize the explanatory information gen-
erated by EGM, we introduce the teacher-student
model to this task, where EGM acts as a teacher
and SPM acts as a student. Hence, the core idea
of SPM is to train a student model to mimic the
behavior of the teacher model (i.e., LLMs in EGM),
thereby inheriting LLMs’ semantic understanding
and reasoning abilities.

We choose LLaMA3 as the basic architecture
for the student model. Compared to the teacher
model, LLaMA3 has significantly fewer parame-
ters, faster inference speed, and is more suitable
for practical application scenarios. During train-
ing, we use the “l+: exEGM” generated by EGM
as the training target for the student model. The
current utterance ui and the dialogue history con-
text D<i = (u1, ..., ui−1) are used as input for the
student model, we train it to generate discourse
structure information and explanations for the cur-
rent utterance ui as follows.

SPM(l+/− : exSPM ) = Llama3(D≤i) (2)

where l+ and l− are formatted as “[ui] → [uj ]: r”
and the output of SPM is same as that of EGM. l+

refers to those annotated links or relations, while
l− refers to those pseudo links or relations not oc-
curred in the output of EGM.

3.2.3 Contrastive Learning-Driven Module
To further improve the quality of multi-party dia-
logue discourse parsing tasks, we introduce CLDM
to generate contrastive explanations for correct and
incorrect predictions, amplifying key reasoning in-
formation and further enhancing discourse parsing

performance. This approach helps the model better
understand and distinguish complex dialogue struc-
tures, thus addressing the challenge of capturing
semantic connections between utterances.

The predictions of SPM can be categorized into
two types of errors as follows (see Appendix B for
detailed statistics).

Link errors The model incorrectly predicts the
node uk as the parent of the current utterance ui,
represented as “[ui] → [uk]: rerror”.

Relation errors The model correctly predicts
the node uj as the parent of the current utterance
ui. However, it incorrectly predicts their relation as
an incorrect relation rerror, represented as “[ui] →
[uj ]: rerror”.

We designed different prompt templates for dif-
ferent types of errors as shown in Appendix C. We
first select incorrectly predicted dialogues D and
discourse structures from SPM to construct nega-
tive samples l−, and find the corresponding gold
discourse structures from EGM to construct posi-
tive samples l+. We designed a prompt template
for LLMs to explain why those labels are correct or
incorrect, generating contrastive information. This
prompt includes three key components as follows.

Task description It clearly states the task objec-
tive of generating contrastive explanations based on
the dialogues and the positive and negative samples,
providing clear task guidance for LLM.

Input-output examples The input positive sam-
ple is normalized as l+: “[ui] → [uj ]: r”, while
the negative sample is as l−: “[ui] → [uk]: rerror”
(link errors) or l−: “[ui] → [uj ]: rerror” (rela-
tion errors). The expected output format is “l+:
exCLDM”, where “exCLDM” represents natural
language explanations containing contrastive infor-
mation of the positive and negative samples, such
as “[8]–>[3]: ‘clarification_question’: [8]Nancy
asked [3]Chameleon a question to clarify his work
status, instead of acknowledging [3]Chameleon’s
related utterances.”. The provision of contrasting
explanations facilitates the learning process of the
model, enabling it to distinguish between correct
and incorrect discourse structures.

Training samples It consists of the complete
dialogue context D and the positive and negative
samples to be explained.

These three components form the complete
prompt for CLDM, which is used to generate con-
trastive explanations for correct and incorrect pre-



1535

Category Model Molweni STAC

Link Link&Rel Link Link&Rel

Discriminative
Models

SSP-BERT + SCIJE 83.7 59.4 73.0 57.4
DAMT 82.5 58.9 73.6 57.4
HG-MDP 81.5 58.5 72.0 55.6
Structured 83.5 59.9 74.4 59.6
DialogDP 83.2 59.8 73.0 58.5
Mult-ST 83.2 58.8 73.1 57.2
TST 85.3 60.9 73.7 57.6

Generative
Models

In-context learning ChatGPT 26.5 6.9 21.3 7.4
GP-ChatGPT 63.8 23.9 59.9 25.2
LLaMIPa – – 77.5 60.7
DDPE 87.6 62.9 79.5 63.4

Table 1: Experimental results on Molweni and STAC, where LLaMIPa did not reported the results on Molweni.

dictions, as follows.

CLDM(l+ : exCLDM ) = LLM(D, l+, l−) (3)

Finally, this contrastive explanatory information
is fed into SPM to enable the student model to
amplify the differences between positive and neg-
ative samples, thereby improving the accuracy of
discourse parsing.

4 Experimentation

4.1 Experimental Settings
Datasets We evaluate our proposed DDPE on two
widely used multi-party dialogue datasets STAC2

(Asher et al., 2016) and Molweni3 (Li et al., 2020).
STAC is collected from the online game “The Set-
tlers of Catan”. It contains 1,173 dialogues with
discourse parsing annotations, of which 1,062 di-
alogues are used for training and 111 for test-
ing, following previous work (Li et al., 2023b;
Fan et al., 2023). Molweni is derived from the
Ubuntu Chat Corpus (Lowe et al., 2015), which
includes multi-party dialogues from online forums
discussing Ubuntu-related issues. The dataset con-
tains 10,000 annotated dialogues, with 9,000, 500,
and 500 dialogues for training, development, and
testing, respectively, following previous work (Li
et al., 2023b; Fan et al., 2023).

Settings We utilize GPT-4 Turbo (gpt-4-1106-
preview) provided by the OpenAI API as the LLM.
Using the popular contemporary open-source lan-
guage model LLaMA3 as our backbone, we fine-
tune the model parameters using the LoRA method,

2https://www.irit.fr/STAC/corpus.html
3https://github.com/HIT-SCIR/Molweni

with 3.0 training epochs, a batch size of 1, and
a learning rate of 1e-4. All experiments are con-
ducted using GeForce RTX 3090 GPUs. To provide
accurate results, we perform three random runs on
the test set and report the average scores.

We use micro F1 scores to evaluate link predic-
tion and link&rel prediction. The link score only
assesses the ability to predict links, while for the
link&rel score, it is considered correct only when
both the link and relation are correctly predicted.

Baselines We compare DDPE with several
strong baselines, which can be divided into two
groups: 1) Discriminative models, including
single-task models DAMT (Fan et al., 2022), SSP-
BERT + SCIJE (Yu et al., 2022), Structured (Chi
and Rudnicky, 2022), DialogDP (Li et al., 2023b),
HG-MDP (Li et al., 2023a) , and multi-task joint
learning models Mult-ST (Fan et al., 2023), TST
(Fan et al., 2023); 2) Generative models, includ-
ing LLaMIPa (Thompson et al., 2024), which uses
Llama3 as the backbone, and ChatGPT-based meth-
ods In-context learning ChatGPT (Chan et al.,
2023), GP-ChatGPT (Fan et al., 2024).

4.2 Experimental Results
The experimental results of our proposed DDPE
and several strong baselines on the Molweni and
STAC test sets are shown in Table 1 and our DDPE
achieves significant performance improvements on
the two datasets (significance test: P <0.002).

Compared to the best traditional discrimina-
tive models TST (Fan et al., 2023) on Molweni
and Structured on STAC, our DDPE improves the
Link/Link&Rel F1 values by 2.3/2.0 and 5.1/3.8,
respectively. This improvement can be primarily

https://www.irit.fr/STAC/corpus.html
https://github.com/HIT-SCIR/Molweni
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Model Molweni STAC

Link Link&Rel Link Link&Rel

DDPE 87.6 62.9 79.5 63.4

w/o CLDM -0.0 -1.7 -0.4 -1.2
w/o CLDM&EGM -1.1 -1.4 -2.2 -1.5

Table 2: Ablation study on two test sets.

attributed to DDPE’s incorporation of inference
explanations generated by LLMs as additional se-
mantic signals, effectively mitigating issues such as
topic intertwining and ellipsis, thereby enhancing
the model’s semantic representation capabilities.

Moreover, DDPE can simultaneously predict
links and relations that reflect the holistic nature
and coherence of discourse structure, overcoming
the limitations of traditional two-stage discrimina-
tive paradigms. It is noteworthy that the improve-
ments on the STAC dataset are more significant,
which may be attributed to the fact that the STAC
dialogues are more intricate, comprising longer
conversation lengths, more frequent topic switches,
and implicit semantic relations. This makes the
STAC dataset a more challenging one, and thus a
more effective showcase for the advantages of our
DDPE in handling complex dialogue structures.

In comparison with the SOTA generative model
LLaMIPa, DDPE also demonstrates clear advan-
tages. On the STAC test set, DDPE improves the
Link F1 and Link&Rel F1 metrics by 2.0 and 2.7,
respectively. This can be primarily attributed to the
approach of jointly predicting links and relation
types based solely on the current dialogue context,
reducing reliance on historical predicted structures
as in LLaMIPa. Furthermore, DDPE integrates
knowledge from LLMs and employs a CLDM mod-
ule, further enabling its ability to focus more effec-
tively on key cues within the dialogue.

5 Analysis

5.1 Ablation Study
To validate the effectiveness and contribution of
each module in our proposed DDPE framework, we
conducted detailed ablation experiments. Specifi-
cally, we focused on verifying two key innovations:
1) EGM utilizes LLMs to generate explanatory in-
formation to enhance the semantic representation
of dialogues; 2) CLDM amplifies key reasoning
information through contrastive learning. Besides,
SPM serves as the backbone of our explanation

Model STAC

Link Link & Rel

SPM 77.3 61.9
+EGM 79.5 63.4
Trad 75.2 57.7

Table 3: The impact of different prompts on dialogue
discourse parsing performance.

generation model, which cannot be removed. Ta-
ble 2 presents the results of the ablation study on
the Molweni and STAC datasets.

We observed that EGM brought significant per-
formance improvements on the Link task. Remov-
ing this module resulted in a decrease of 1.1 and
2.2 in Link on Molweni and STAC, respectively.
This result confirms that the explanatory informa-
tion generated by LLMs provides rich semantic
cues, contributing to the accurate identification of
reply relations between utterances and overcoming
the challenges of topic intertwining and ellipsis in
multi-party dialogues. However, it cannot boost
relation recognition. This may be mainly due to the
lack of pre-defined discourse types of utterances in
LLM, resulting in a lack of effective understanding
of the numerous discourse relations.

In contrast, CLDM showed significant improve-
ments in the Link&Rel task and removing this mod-
ule led to a decrease of 1.7 and 1.2 in Link&Rel on
Molweni and STAC, respectively. These positive
and negative examples generated by CLDM can
further assist the model in determining the relation
between two utterances from a causal perspective.
This indicates that contrastive learning can amplify
key reasoning information, enabling better differ-
entiation of various relation types and further en-
hancing discourse parsing performance. However,
it cannot improve the performance of the Link task
and our future work will focus on this direction.

5.2 Analysis on Explanation Generation
To verify the impact of our “prompt + global con-
text + local label” versus the traditional “prompt
+ input” on dialogue discourse parsing, we con-
ducted experiments on the STAC dataset and the
results are shown in Table 3 where SPM refers to
DDPE without CLDM and EGM, +EGM refers
to SPM+EGM, and Trad refers to the traditional
“prompt + input”. Moreover, Appendix D provides
the specific examples of both prompts.
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Figure 3: An example of dialogue discourse parsing, where (a) is a dialogue from STAC, (b) is the gold results,
and (c)-(e) show the predicted results of SPM, EGM + SPM, and DDPE, respectively. “Elab”, “QAP”, “Q-Elab”,
“Corr”, “Expl”, “Nar”, “Cont” and “Ack” are the abbreviations of “Elaboration”, “Question-Answer-Pair”, “Question
Elaboration”, “Correction”, “Explanation”, “Narration”,“Continuation”, and “Acknowledgement”, respectively. ui

corresponds to the i-th utterance in the left panel, and ui in different colors represent different topics.

Table 3 shows that the performance of Trad is
even inferior to that of SPM. This can be attributed
to two factors: input overload and lack of speci-
ficity. First, Trad simultaneously inputs the global
context and all discourse structure labels. This
rich information may occasionally lead to LLM’s
inability to match utterances with speakers. Sec-
ond, the explanations in Trad only include speaker
names without utterance numbers, resulting in less
clear speaking turns and potential confusion. These
issues introduce noise into the parsing process, ul-
timately leading to a decline in performance.

In contrast, the explanations generated by EGM
possess two notable advantages: focused attention
and enhanced context. Firstly, EGM is better able
to focus on the current label, thereby providing ex-
planations that are more precise and relevant. Sec-
ondly, it is able to correctly identify discourse re-
lations and also provides more detailed contextual
information and reasoning processes. Therefore,
the additional context and focused explanations fa-
cilitate a more comprehensive understanding of the
semantic structure of the dialogue.

5.3 Analysis of Explanation Quality
To evaluate the quality of explanations generated
by EGM, we manually assessed samples from the
STAC dataset according to four quality levels:

Excellent The explanation effectively captures
semantic connections between current utterances
and their context, including topic relevance, rela-

tion types, and potential reasoning. The explana-
tion is coherent and significantly enhances dialogue
comprehension.

Good The explanation accurately identifies the
context utterances being responded to and summa-
rizes discussion topics, but shows limited reasoning
about relation types.

Fair While correctly identifying the utterances
being responded to, the explanation shows some in-
accuracies in topic summarization or relation type
description.

Poor Fails to correctly identify the context utter-
ances being responded to.

We evaluated 20 random samples for each of
the 16 relation types in STAC. Results show that
50% of explanations were rated excellent, 20%
good, 17% fair, and 13% poor (detailed statis-
tics in Appendix E). Notably, explanations for
Clarification_question and Acknowledgment
relations accounted for 21% of excellent cases,
while explanations for Question−answer_pairs
and Comment relations made up 38% of poor
cases.

We identified two main factors leading to
poor explanations: 1) Confusion between simi-
lar relation types, for example, explanations fail-
ing to clearly distinguish between Elaboration
and Continuation; 2) The inherent complex-
ity of relations lacking distinctive features (e.g.,
Narration).

Combined with the relation performance break-
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down in Section 5.5, we observe that both explana-
tion quality and relation type distribution in training
samples significantly influence the model’s relation
prediction performance. Higher quality explana-
tions and more balanced training samples tend to
produce better prediction results.

5.4 Case Study
To visually demonstrate how DDPE enhances the
performance of discourse parsing, we selected a
typical example from the STAC dataset for analy-
sis, as shown in Figure 3(a). This example consists
of 13 utterances involving 4 participants discussing
two topics: port trade and item exchange, fully re-
flecting the characteristics of frequent topic shift
and ellipsis in multi-party dialogues. Figure 3(b)
displays its gold standard discourse structure, while
Figure 3(c)-(e) show the prediction results of dif-
ferent modules of the DDPE framework.

Figure 3(c) shows the results using only SPM.
It can be observed that this model has significant
difficulties in handling cross-topic semantic asso-
ciations, for example, erroneously connecting u10
to u0. Figure 3(d) shows the results after intro-
ducing EGM on top of SPM. Notably, the model
successfully identified the long-distance link be-
tween u10 and u1. This improvement stems from
the explanatory information generated by the LLM,
which integrates the global dialogue context, pro-
viding additional reasoning cues and effectively
alleviating the problem of difficult-to-capture se-
mantic connections between utterances.

Figure 3(e) presents the prediction results of the
complete DDPE framework. At this stage, the
model can correctly identify most of the discourse
links and relation types between utterances. This in-
dicates that by generating contrastive explanations,
the model can more accurately capture key rea-
soning information, thereby improving discourse
structure parsing performance.

However, we also observed that the model
still has limitations in handling complex multiple
discourse relations. For instance, u11 has both
Explanation and Correction relations with u0
and u4, respectively. However, the model failed to
process these relations entirely correctly. This phe-
nomenon reveals the remaining challenges in multi-
party dialogue discourse parsing, namely how to
more precisely model complex, multi-level dis-
course structures.

5.5 Relation Performance Breakdown
To thoroughly evaluate DDPE’s performance
across different relation types, we compared the
number of correct predictions made by DDPE and
the current state-of-the-art discriminative model,
Structured (Chi and Rudnicky, 2022). The results
are shown in Figure 4, and DDPE outperforms
Structured in almost all relation types. In Ap-
pendix F, we provide a detailed introduction to
the characteristics of various relation types.

Specifically, our model’s advantage in the re-
lation Continuation indicates its stronger abil-
ity to track and understand topic continuations.
Moreover, the superiority in the relations Q-Elab
and Comment suggests that our DDPE can ef-
fectively address the issue of ellipsis by supple-
menting necessary contextual information through
LLM-generated explanations. Additionally, signif-
icant improvements in the relations Contrastive,
Correction, Parallel, and Conditional also
demonstrate the model’s capability to grasp com-
plex discourse structures.

As shown in Appendix G, similar phenomena
can be observed on the Molweni dataset. It is note-
worthy that our approach continues to yield stable
performance improvements, thereby demonstrat-
ing its capacity for robustness and generalization,
despite the fact that the Molweni dataset is consid-
erably larger than STAC.

Interestingly, for certain low-frequency relation
types (such as Background and Narration), the
performance gap between models is not substantial.
This may be attributed to the limited availability
of training data. This observation suggests that
our future research could investigate techniques
such as data augmentation or transfer learning to
further enhance the model’s performance on low-
frequency relations, thereby more comprehensively
addressing the challenges in multi-party dialogue
discourse parsing.

6 Conclusion

This paper proposes a novel framework DDPE
based on explanation generation and contrastive
learning to address the challenges of topic inter-
twining and ellipsis in multi-party dialogue dis-
course parsing. DDPE employs rich explanatory
information generated by LLMs as supplementary
reasoning cues, thereby enhancing the model’s
comprehension and predictive capacity regarding
complex dialogue through a structural parsing mod-
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Figure 4: Relation performance breakdown (STAC).

ule and a contrastive learning-driven module. Ex-
perimental results on two public datasets confirm
the effectiveness of our proposed DDPE. Our fu-
ture work will focus on using suitable data augmen-
tation methods and effective contrastive learning
methods to further boost multi-party dialogue dis-
course parsing.

Limitations

It should be noted that our work is not without
limitations, and we will endeavor to address these
issues in future work. First, while the explanatory
information generated by LLMs has the potential
to enhance the performance of discourse parsing,
the quality of the explanations is not yet sufficiently
high. In some instances, the explanations may ap-
pear unreasonable or incoherent. Further optimiza-
tion of prompt engineering and other aspects is nec-
essary to enhance the rationality and readability of
the explanations. Second, the model demonstrates
suboptimal performance on certain low-frequency
discourse relation types. This may be constrained
by the limitations of low-resource learning. In the
future, we will continue to refine our method to
address these limitations.
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A EGM Prompt

The prompt template of EGM is shown in Table 6,
which is used to generate explanatory information
of the discourse structure. It includes three parts,
i.e., task description, output examples, and training
samples.

B Prediction Results of SPM

The numbers of correct and incorrect predictions
of SPM on the two datasets are shown in Table 4.
It can be observed that the link prediction errors
are slightly higher in STAC, primarily due to the
longer length of dialogues and the less cohesive dis-
course connections, which collectively make link
prediction more challenging. In the case of Mol-
weni, the proportion of relation prediction errors
is higher. The length distribution in the Molweni
dataset is more concentrated, with the majority of
turns falling between 7 and 14, which reduces the
difficulty of link prediction. However, the topic
transitions in this dataset are relatively smooth, and
the discourse relation patterns are more ambigu-
ous, thereby increasing the difficulty of discourse
relation prediction.

C CLDM Prompt

The prompt template used in CLDM is designed to
generate comparative explanations of correct and
incorrect predictions. Table 7 shows the prompt
of link errors, and Table 8 shows the prompt of
relation errors.

Molweni STAC
Link Rel Link Rel

Training set 11,707 11,707 70,495 70,495
Corr pred 9,303 7,849 63,166 46,380

Incorr pred 2,404 1,454 7,329 16,786

Table 4: Statistics of SPM’s correct and incorrect predic-
tions. “Link” represents the number of link prediction
errors, while “Rel” represents the number of relation
prediction errors when the link prediction is correct.

Relation Type Excellent Good Fair Poor
Question-answer_pair 10 1 1 8
Comment 5 7 0 8
Acknowledgement 17 1 2 0
Elaboration 5 14 0 1
Clarification_question 17 1 2 0
Continuation 6 3 7 4
Result 10 7 2 1
Explanation 14 4 1 1
Correction 16 1 2 1
Contrast 15 2 2 1
Parallel 3 2 10 5
Conditional 13 1 4 2
Alternation 17 1 2 0
Background 5 3 10 2
Narration 2 10 3 5
Q-Elab 4 8 5 3
Total 159 66 53 42

Table 5: STAC explanation quality statistics.

D Samples of Two Prompts for
Generating Explanations

Table 10 shows two specific examples of the
prompts “prompt + global context + local label”
and “prompt + input”.

E Quality Statistics of Generated
Explanations

We manually evaluate 320 samples (20 per relation
type) from STAC according to the four quality lev-
els described in Section 5.3 to assess the quality
of explanations generated by EGM. Overall, 159
(50%) explanations were rated excellent, 66 (20%)
good, 53 (17%) fair, and 42 (13%) poor. Table 5
provides the detailed quality distribution across dif-
ferent relation types.

F Introduction to Various Relation Types

Table 9 provides a detailed introduction to the char-
acteristics of 16 relation types commonly used in
dialogue discourse parsing tasks. These relation
types capture different aspects of the semantic and
structural connections between utterances in multi-
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Given the following dialogue and the relation list between utterances, provide an explanation for each
relation label, and only output the following explanation content. Pay attention! Don’t add anything else.
Example output: [1]–>[0]:‘Question-answer_pair’: [1]Thomas answered [0]William’s proposal with ‘no’.
dialogue:{dialogue}
label:{label}

Table 6: EGM prompt.

Given the following dialogue and the (correct and incorrect) response labels between utterances, provide
explanations for the (correct and incorrect) response labels, i.e., explain why the label is correct and why
the incorrect label is incorrect, and output only the explanation content.
Note: Do not add anything else.
For example:
Correct response label: [8]–>[3]:‘clarification_question’
Incorrect response label: [8]–>[7]:‘clarification_question’
Output:
[8]–>[3]:‘clarification_question’: [8]Nancy replied to [3]Chameleon asked [3]Chameleon a question for
clarification about the status of his work. Instead of replying to [7] Nancy to elaborate on the relevant
question.
dialogue:{dialogue}
correct response label:{label+}
Incorrect response label:{label−}

Table 7: CLDM prompt(link prediction error).

Given the following dialogue and the (correct and incorrect) relation labels between utterances, provide
explanations for the (correct and incorrect) relation labels, i.e., explain why the labels are correct and why
the incorrect labels are wrong, and only output the explanations.
Note: Do not add anything else.
For example:
Correct response label: [8]–>[3]:‘clarification_question’
Incorrect response label: [8]–>[3]: ‘acknowledgement’
Output:
[8]–>[3]: ‘clarification_question’: [8]Nancy asked [3]Chameleon a question to clarify his work status.
Instead of acknowledging [3]Chameleon’s related utterances.
dialogue:{dialogue}
correct response label:{label+}
Incorrect response label:{label−}

Table 8: CLDM prompt(correct link prediction but incorrect relation prediction).

party dialogues.

G Relation Performance on Molweni

Figure 5 presents a comparison of the numbers
of correct predictions between our DDPE and the
SOTA discriminative model Structured for various
relation types in the Molweni dataset.
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Figure 5: Relation performance breakdown (Molweni).

Relation Type Description
Question-answer_pair The current utterance provides a direct answer to the previous question.
Comment The current utterance provides additional information, opinion, or evalua-

tion about a previous utterance without changing the topic.
Acknowledgement The current utterance accepts, recognizes, or commits to the content of

the previous utterance.
Elaboration The current utterance provides more detailed information or explanation

about a previous utterance.
Clarification_question The current utterance asks for clarification or explanation of the previous

utterance.
Continuation The current utterance continues or extends the content of a previous

utterance.
Result The current utterance presents the result of the previous utterance.
Explanation The current utterance offers an explanation of the previous utterance.
Correction The current utterance corrects an incorrect statement in the previous

utterance.
Contrast The current utterance presents information or viewpoints that conflict with

or contrast to the previous utterance.
Parallel The current utterance is parallel to the previous utterance, without obvious

logical relationships such as cause and effect or semantic transition.
Conditional The current utterance establishes a conditional relationship with the previ-

ous utterance, serving as the premise for the latter.
Alternation The current utterance presents alternative options or possibilities to the

previous utterance.
Background The current utterance provides background information related to the

previous utterance.
Narration The current utterance narrates an event, forming a temporal or logical

sequence with the previous utterance.
Q-Elab The current utterance presents a question that further elaborates or extends

the previous question.

Table 9: Characteristics of 16 relation types.
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PromptBaseline PromptEGM

Given the following dialogue and the relation list between utterances, provide an explanation for each
relation label, and only output the following explanation content.
Pay attention! Don’t add anything else.
Example output: [1]–>[0]:‘Question-answer_pair’: [1]Thomas answered [0]William’s proposal with
‘no’.
dialogue:
[0] Nancy: do u know how to trade with the port?
[1] skinnylinny: Anyone got a spare ore?
[2] Chameleon: Yes
[3] skinnylinny: You need a settlement on the port locations
[4] Chameleon: Nancy: have a settlement there...
[5] Chameleon: then just trade
...
label:
[2]–>[1]:‘Question-answer_pair’
[3]–>[0]:‘Question-answer_pair’
[4]–>[0]:‘Question-answer_pair’
[5]–>[4]:‘Narration’
...

label:
[2]–>[1]:‘Question-answer_pair’
Keep the dialogue unchanged and enter the subse-
quent labels one by one.

Output
[2]–>[1]:‘Question-answer_pair’: Chameleon’s
“Yes” is a direct answer to skinnylinny’s question
about spare ore.
[3]–>[0]:‘Question-answer_pair’: skinnylinny pro-
vides an answer to Nancy’s question about how to
trade with the port.
[4]–>[0]:‘Question-answer_pair’: Chameleon
gives another answer to Nancy’s question about
trading with the port.
[5]–>[4]:‘Narration’: Chameleon continues the
previous instruction given.
...

Output
[2]–>[1]:‘Question-answer_pair’: [2]Chameleon
answered [1]skinnylinny’s asking if anyone had a
spare ore by saying ‘Yes’.

Table 10: Comparison of promptBaseline and promptEGM .
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