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Abstract

Parallel corpora play a vital role in advanced
multilingual natural language processing tasks,
notably in machine translation (MT). The re-
cent emergence of numerous large parallel cor-
pora, often extracted from multilingual doc-
uments on the Internet, has expanded the
available resources. Nevertheless, the quality
of these corpora remains largely unexplored,
while there are large differences in how the
corpora are constructed. Moreover, how the
potential differences affect the performance of
neural MT (NMT) systems has received only
limited attention. This study addresses this gap
by manually and automatically evaluating four
well-known publicly available parallel corpora
across eleven language pairs.

Our findings are quite concerning: all corpora
contain a substantial amount of noisy sentence
pairs, with CCMatrix and CCAligned having
well below of 50% reasonably clean pairs. Ma-
CoCu and ParaCrawl generally have higher
quality texts, though around a third of the texts
still have clear issues.

While corpus size impacts NMT models’ per-
formance, our study highlights the critical role
of quality: higher-quality corpora consistently
yield better-performing NMT models when
controlling for size.

1 Introduction

Parallel data, which comprises collections of texts
in one language aligned with their corresponding
translations in another language, are crucial for nu-
merous natural language processing tasks in cross-
lingual scenarios (Conneau et al., 2020; Reid and
Artetxe, 2022). Its significance is particularly pro-
nounced in the field of neural machine translation
(NMT), where parallel data is a crucial component
of the current state-of-the-art approaches (Vaswani
et al., 2017; Junczys-Dowmunt et al., 2018; Klein
et al., 2018; Huang et al., 2023; Maillard et al.,
2023; Edman et al., 2024; Wu et al., 2024).

The need for parallel data is fuelling a growing
interest in building larger and higher quality paral-
lel corpora. Many of these efforts use the Web as a
source for parallel data, either by crawling (Bañón
et al., 2023) or by using existing general purpose
large crawls, such as Common Crawl1 or the Inter-
net Archive (El-Kishky et al., 2020; Bañón et al.,
2020; Schwenk et al., 2021b).2

Building parallel corpora from web-crawled con-
tent has proven to be a successful strategy. How-
ever, this approach is susceptible to producing nois-
ier data due to the inherent heterogeneity of sources
(Kreutzer et al., 2022). In this work, we compare
several parallel corpora harvested from the Inter-
net in order to measure their quality following two
methods: we first run an intrinsic manual eval-
uation, by hiring language experts to assess the
quality of a sample of each corpus; then we run an
extrinsic automatic evaluation by using the corpora
to train a variety of NMT systems. We include
four corpora in our evaluation: CCAligned (El-
Kishky et al., 2020), CCMatrix (Schwenk et al.,
2021b), ParaCrawl (Bañón et al., 2020) and Ma-
CoCu (Bañón et al., 2023). The case of the Ma-
CoCu corpus is especially interesting for the aims
of this work: two versions of this corpus are
available, with the second one being substantially
smaller than the first one, as authors carried out an
additional effort in cleaning their data. We aim to
answer two main research questions:3

• RQ1: How noisy are web-crawled parallel
corpora and what issues do they have?

• RQ2: How do these differences affect the
performance of NMT systems trained on the
corpora?

1https://commoncrawl.org/
2https://archive.org
3All data and code available here: https://github.com/

RikVN/MaCoCu_Parallel

https://commoncrawl.org/
https://archive.org
https://github.com/RikVN/MaCoCu_Parallel
https://github.com/RikVN/MaCoCu_Parallel
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Contributions To answer RQ1, we create a
novel language-independent annotation scheme
that is specifically tailored towards evaluating web-
crawled parallel corpora. We find that there are
indeed large differences in (perceived) quality be-
tween the four corpora, with MaCoCu being of
the highest quality, while CCAligned and CCMa-
trix being the noisiest corpora. We find the results
quite concerning: measured across 11 languages,
the best corpus (MaCoCu) only has 64% of accept-
able translations, while this drops to an alarming
31% for CCMatrix. Moreover, these differences
in quality do generally impact the performance of
NMT systems (RQ2), though the differences are
not as pronounced as in the manual evaluation.

2 Related work

Noise & Annotation Khayrallah and Koehn
(2018) annotate a small subset of the ParaCrawl
corpus for different types of noise and find that
the broad category of misaligned sentences is the
biggest source of noise. Herold et al. (2022)
extend this work by using more refined noise
categories and show that automatically recogniz-
ing such noisy sentence pairs is still challenging.
Ramírez-Sánchez et al. (2022) extend these two
previous works by running a new type of human
evaluation based on measuring post-editing effort
in fixing segment pairs from the corpus, and by run-
ning an automatic evaluation consisting of training
NMT models on this corpus. The conclusions of
all these papers are clearly aligned as all of them
work on the ParaCrawl corpus.

Quality at a glance Our work mostly takes in-
spiration from the milestone work of Kreutzer
et al. (2022), who manually annotated a large sub-
set of languages present in the parallel corpora
of ParaCrawl v7.1, CCAligned and WikiMatrix
(Schwenk et al., 2021a). They find that such cor-
pora have systematic issues: many corpora have
less than 50% usable sentence pairs, while there
are also large issues regarding language identifica-
tion. We built on their work, but with a focus on
corpora comparison. We achieve this by looking
into languages that are present in several of the
corpora under comparison, while Kreutzer et al.
(2022) rather look into languages representative
of each corpus that are not necessarily covered by
the other corpora. Moreover, we use a more fine-
grained annotation scheme that also identifies in
what way sentence-pairs are wrongly aligned or

identified. Finally, and also different from Kreutzer
et al. (2022), we also perform an automatic evalua-
tion, by training NMT systems on different corpora
and evaluating translations of the resulting systems,
thereby analyzing how the quality of the corpora
affects the quality of MT. Other related work in-
cludes Caswell et al. (2020), who manually eval-
uate their language identification system across a
large number of languages, and Dodge et al. (2021),
who analyse and document the English C4 corpus
(Raffel et al., 2020).

Parallel corpus cleaning Our second research
question is closely related to the task of parallel cor-
pus cleaning or bitext filtering, which is the task of
filtering possibly detrimental sentence pairs from
a parallel corpus. There is a large body of related
work that shows that such sentences indeed hurt the
performance of NMT systems (Carpuat et al., 2017;
Khayrallah and Koehn, 2018; Junczys-Dowmunt,
2018; Chaudhary et al., 2019; Briakou and Carpuat,
2021; Steingrímsson et al., 2023), which was driven
by a number of shared tasks on the topic (Barbu
et al., 2016; Koehn et al., 2018, 2019, 2020; Sloto
et al., 2023). Bansal et al. (2022) on the other
hand show that some filtering advantages disap-
pear when using larger data sets. Popular publicly
available filtering tools include LASER (Artetxe
and Schwenk, 2019), BiCleaner (Ramírez-Sánchez
et al., 2020) and OpusFilter (Aulamo et al., 2020).

Aim of this paper However, we want to em-
phasize that we do not investigate which filtering
method is preferable. Our aim is to evaluate the
parallel corpora as they are released, since this re-
flects how most practitioners and researchers would
use them. The parallel corpora under investigation
here were released after already applying different
filtering processes, making this a confounding fac-
tor that we cannot control for. However, since the
corpora were actually filtered already, we believe it
is still fair to compare them in this manner, without
applying any extra preprocessing or filtering.

3 Data

We include four parallel corpora in our eval-
uation: CCAligned (El-Kishky et al., 2020),
ParaCrawl (Bañón et al., 2020), CCMa-
trix (Schwenk et al., 2021b), and MaCoCu (Bañón
et al., 2023). This section briefly describes the
main features of each corpus and characterizes
them from a quantitative point of view.
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MaCoCu-V1 MaCoCu-V2 CCAligned CCMatrix ParaCrawl
Sents Tokens Sents Tokens Sents Tokens Sents Tokens Sents Tokens

Albanian — — 494 23,662 1,328 47,089 9,513 264,737 — —
Bosnian — — 464 20,367 154 10,510 — — — —
Bulgarian 2,156 89,314 1,676 68,789 5,829 207,661 24,214 731,854 10,235 342,468
Croatian 1,920 84,646 2,147 94,817 4,793 159,913 8,327 243,097 2,597 120,112
Icelandic 291 11,793 258 10,258 848 31,503 3,399 69,779 2,103 60,636
Macedonian 402 19,654 359 17,447 1,168 41,624 4,263 129,650 — —
Maltese 979 54,309 867 50,762 — — — — 988 38,079
Montenegrin — — 204 10,502 — — — — — —
Serbian — — 1,664 78,816 1,590 328,207 13,428 328,207 — —
Slovenian 2,158 93,632 1,788 81,244 2,647 92,627 14,574 384,688 7,047 219,324
Turkish 3,801 205,000 1,533 83,669 8,541 271,859 31,016 702,223 — —

Table 1: Data set sizes (thousands of sentence pairs and thousands of tokens) per corpus and per language pair. Not
each language is present in each corpus. Sizes are after normalization and near-deduplication.

CCAligned This corpus was created through
URL-based document alignment on a collection
of 68 Common Crawl Snapshots. Document lan-
guage is identified by FastText (Joulin et al., 2017)
and they ensure that the document URL contains
the corresponding language code. Then pairs of
URLs are compared by trying to strip any language
identification elements from them; if two URLs
are exactly the same after removing these elements,
they are considered to correspond to parallel docu-
ments. Aligned documents are split into sentences
based on punctuation, and documents are aligned
at the level of segments by using LASER (Artetxe
and Schwenk, 2019). Finally, deduplication is per-
formed at the level of segment pairs. The resulting
corpus contains 392 million document pairs cover-
ing 138 languages.

CCMatrix This corpus is similar to CCAligned
as it was created through sentence alignment on a
collection of documents from 10 Common Crawl
Snapshots. FastText is used for language identifi-
cation and additional filtering is carried out at doc-
ument level by discarding documents with a low
perplexity according to language models trained
on Wikipedia content. LASER is used to mine
parallel segments from the collection of multilin-
gual data. The main difference between this corpus
and CCAligned is that in CCMatrix parallel seg-
ments are found across the whole dataset, while in
CCAligned there is a previous step of document
alignment. The resulting corpus contains 4.5 bil-
lion segment pairs for 28 language pairs.

ParaCrawl Several incremental versions of this
corpus exist, with early ParaCrawl versions ob-
taining data by automatically crawling the Web,

while later versions build on data extracted from
the Internet Archive. CLD24 is used to identify
the language of documents, after which the non-
English documents are machine translated to En-
glish. Then, a TF-IDF-based metric is used to
identify the most similar documents. Pairs of doc-
uments are then aligned at the segment level by
using BLEU-align (Sennrich and Volk, 2011). Ad-
ditional filtering is finally applied with the set of
tools Bifixer, Bicleaner-hardrules and Bicleaner AI
(Ramírez-Sánchez et al., 2020; Zaragoza-Bernabeu
et al., 2022). The resulting corpus covers 42 lan-
guages, and includes 46 language pairs. Corpora
size ranges from 278 million segment pairs for the
highest-resourced language pair to 14 thousand for
the lowest-resourced one.

MaCoCu The MaCoCu corpus builds on data
crawled from the web for eleven low to medium-
resource European languages. Crawling was con-
ducted automatically on top-level domains iden-
tified as relevant for the targeted languages. Two
versions of the parallel corpora exist for some of the
languages covered by the corpus. The same collec-
tion of crawled documents was used to build both
versions, but an improved pipeline was used for
the second one, which lead to smaller and higher
quality corpora. We will evaluate both versions in
this paper. The main differences in the pipelines
used for both versions are: (a) a custom trigram
model was used for language identification in the
first version, while the tool CLD2 was used for the
second one; and (b) an improved and more precise
version of the document alignment tool was used
for the second version. For both document/segment

4https://github.com/CLD2Owners/cld2

https://github.com/CLD2Owners/cld2
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alignment and parallel data cleaning, updated ver-
sions of the same tools mentioned for ParaCrawl
were used. The resulting corpora contain about
10 million pairs of segments for the most repre-
sented language pair to about half a million pairs
of segments for the least represented language.

Languages MaCoCu is an interesting corpus to
include in the analysis, since (i) it uses a differ-
ent crawling method compared to the other cor-
pora, and (ii) it released two different versions built
on the same raw data, but with different levels of
cleaning applied. However, this does mean that
our evaluation is limited to the eleven languages
covered by the MaCoCu corpus.5 Nevertheless,
this is still quite a diverse set of languages, includ-
ing Albanic, Germanic, Semitic, Slavic and Turkic
languages. Moreover, none of these languages are
considered highly resourced in the taxonomy of
Joshi et al. (2020), which divides languages from
class 0 (minimal resources available) to class 5
(highly resourced): Albanian and Macedonian be-
long to class 1, Maltese and Icelandic to class 2,
Bulgarian, Bosnian and Slovenian to class 3, and
Turkish, Serbian and Croatian to class 4.6

Statistics Each corpus we use is pre-processed
by the script used for training models in the Tatoeba
Translation challenge (Tiedemann, 2020), after
which duplicate and near-duplicate sentence pairs
are removed. Table 1 describes the amount of data
available in each of these corpora for each lan-
guage. CCMatrix is, by far, the corpus with the
most data. Only four out of the eleven language
pairs included in our evaluation are covered by all
the corpora compared, and there is one language
pair (English–Montenegrin) that is only covered by
the MaCoCu-V2 corpus.

Corpus overlap Table 2 shows the percentage of
overlapping segment pairs for each pair of corpora.
We define overlapping instances as those having ei-
ther a source or target near-duplicate.7 The highest
overlap is, unsurprisingly, observed between the
two versions of MaCoCu. CCAligned seems to be
the corpus with the lowest amount of overlapping
segment pairs with the rest of the corpora. In gen-
eral, while the creation of the corpora follows a
similar process, the overlap is relatively small.

5The MaCoCu project is EU-funded, which explains their
focus on European languages.

6Montenegrin is not included in the taxonomy.
7Near-duplicates are sentence pairs that are the exact same

after removing whitespace and non-alphabetic characters.
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CCAligned 100 4 1 1 6
CCMatrix 1 100 2 2 5
MaCoCuV1 3 13 100 65 18
MaCoCuV2 3 14 74 100 18
ParaCrawl 3 11 5 5 100

Table 2: Instance-level overlap percentages between the
corpora. The rows are leading, i.e. the first row de-
scribes the percentage of CCAligned that is also present
in the other corpora. For a fair comparison, we average
the percentages over the four languages for which all
four corpora have data for: Bulgarian, Croatian, Ice-
landic and Slovenian.

4 Manual Evaluation

This section aims to answer RQ1 by presenting the
results of the human evaluation run on the four pub-
licly available web-crawled parallel corpora that
are described in Section 3. Therefore, in this sec-
tion we are interested in the quality of the sentence
pairs in the corpora, regardless of the size of each
corpus.

Motivation Evaluating web-crawled parallel cor-
pora for the purpose of building downstream ap-
plications (e.g. training NMT systems) is quite
different from evaluating translations. We are not
necessarily interested in fine-grained error analy-
sis of the translations. A reasonable translation,
though not fully accurate or fully fluent, is still
highly likely to be useful for training NMT systems.
Web-crawled corpora are created by automatically
aligning potential sentence pairs, and this align-
ment is known to be noisy (Khayrallah and Koehn,
2018). Therefore, we aim to identify 1) the number
of times this process is indeed imperfect and 2) the
exact issue the wrong sentence pairs suffer from. In
other words, we aim to detect where the automatic
tools to derive parallel corpora made mistakes (as
this can be improved), rather than detecting some-
what flawed translations (as we cannot reasonably
expect automatic tools to be able to capture or fix
this). To this end, we have created a novel annota-
tion scheme based on this philosophy, inspired by
Kreutzer et al. (2022), which is shown in Table 3.
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Level 1 E Examples

Wrong Language (WL): The content of one of the two sentences S1: The meeting takes place on Friday the 28th of May.
is not in the expected language. ✖ S2: Fundurinn fer fram föstudaginn 28. maí.

Mixed Languages (ML): The content of one of the two sentences S1: The meeting takes place on Friday the 28th of May.
is written in a mix of languages, one of which is the expected one. ✖ S2: The meeting takes place on föstudaginn 28. maí.

Correct Languages (CL). The content of both sentences
is in the expected languages. ✔

Level 2 E Examples

Missing Content (MC): The content in one sentence is missing S1: The meeting takes place on Friday the 28th of May.
a substantial part of the content from the other sentence. ✖ S2: The meeting takes place on Friday.

Replaced Content (RC): The second sentence looks like S1: The meeting takes place on Friday the 28th of May.
a reasonable translation of the first, but one or more content ✖ S2: The meeting takes place on Friday the 12th of May.
words are replaced by a wrong word or phrase. ✖ S2:The meeting takes place on Friday the 27th of April.
Common examples are different dates, proper nouns and numbers. ✖ S2:The meeting takes place on Monday the 28th of May.

Complete Misalignment (MA): The content of both sentences is S1: The meeting takes place on Friday the 28th of May.
completely different. ✖ S2: We had a great party last week.

Same Content (SC). The content is (roughly) the same. ✔

Level 3 E Examples

Correct, but boilerplate (CB): The content of both sentences is S1 or S2: 850 Acres of Land Stock 355 Parcels
roughly the same, but the content is boilerplate. Boilerplate S1 or S2: Click here to go back to Home.
includes pieces of website text that are unrelated to the content S1 or S2: By accepting all cookies, you agree to our
(e.g. HTML, cookies, website navigation). It can also use of cookies to deliver our services
include sentences that look automatically generated. ✖ S1 or S2: <header> Abstract </header>

Low Quality Translation (LQ): The content of both sentences S1: The meeting takes place on Friday the 28th of May.
is roughly the same but there are serious translation errors. ✖ S2: Meeting take place Friday 28 May.

Reasonable Translation (RT): The content of both sentences S1: The meeting takes place on Friday the 28th of May.
is roughly the same and the translation is at least reasonable. ✔ S2: Our meeting is on Friday 28-05.

✔ S2: On Friday the 28th of May we have a meeting.

Table 3: Annotation hierarchy that was given to the annotators, including simplified example sentence pairs. See
Appendix A for specific annotation instructions.

4.1 Annotation scheme

In Level 1 the most serious issues are annotated:
are the sentences in the correct language, or are
there clear issues? If this is the case, annotation
stops. In Level 2, alignment issues are annotated.
Parallel corpora often suffer from two different
alignment issues. The first is that a translation of a
single sentence is split into two sentences on the tar-
get side, but the automatic tools aligned only one of
them. This should be annotated as Missing Content.
The second is that two sentences are similar, but a
small part (often a name, number or noun phrase)
is different: e.g. a sentence containing the number
17 is aligned to a sentence containing the number
28, or Thursday is aligned to Wednesday. This
should be annotated as Replaced Content. Again,
annotation stops if one of these issues occurs.

Subsequently, in Level 3, translation issues are
annotated. Some translations are about the same
content, but are simply of very low quality. When

dealing with web crawls, the content is often badly
machine-translated. A different issue is boilerplate.
Websites contain a lot of standard boilerplate texts,
which are tried to be filtered out from corpora. Ex-
amples are shown in Appendix A. If none of the
previous options apply, annotators automatically
have to pick Reasonable Translation. As stated
previously, translations do not have to be perfect
to be useful for training MT systems: a reasonable
translation is considered good enough by us. Fi-
nally, independently of the rest of the annotation,
we ask annotators to identify two other issues:

• Does the source or target contain offensive or
pornographic content (PR)?

• Is the source or target not running text (NR)?
This means that a substantial part of the text
is just a bunch of words together, for which it
does not make sense to judge the translation.
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4.2 Annotation results

We hired professional annotators for the 11 lan-
guages and 4 corpora under consideration. We
annotate 200 instances per corpus-language combi-
nation, with an additional 200 annotations to assess
inter-annotator agreement. We hired two anno-
tators per language, meaning that each annotator
completes between 200 and 600 annotations. The
instances per annotator are balanced by corpus and
given to the annotators in a randomized and blind
fashion. When an instance has two different anno-
tations, we pick one of the annotations at random
for the analysis. The KEOPS online annotation
tool was used to perform this task.8 The inter-
annotator agreement in terms of exact annotation
overlap and Cohen’s kappa coefficient are shown
in Table 5. The annotators agree to a reasonable
extent (κ between 0.3 and 0.71), except for Mal-
tese and Montenegrin, for which the results are
somewhat concerning (κ values of 0.22 and 0.23).

Main results The detailed results of the annota-
tion process across the 4 corpora and 11 languages
are shown in Table 4. The main conclusion that
stands out is that the MaCoCu-V2 corpora are the
best valued by annotators. For all 10 languages
where a comparison is possible, MaCoCu-V2 has
the highest number of Reasonable Translations,
which we consider the main indicator of quality.
MaCoCu-v2 is also clearly better than MaCoCu-
V1, confirming the claims made by the authors of
these corpora that the refined processing steps for
the second release had a positive effect on data
quality. After MaCoCu, ParaCrawl is generally
the corpus with the most Reasonable Translations,
followed by CCMatrix and then CCAligned. Even
for MaCoCu, though, it is clear that this corpus
is far from perfect. Albanian, for instance, seems
to have a lot of boilerplate or machine generated
content. After clarification from annotators, we
found that they also included potentially machine-
translated texts in this category that nevertheless
looked mostly good.

Averaging across languages To get a more clear
and general picture, we also average over all lan-
guages, to get more reliable scores per corpus.
Since there are only four languages (Bulgarian,
Croatian, Icelandic and Slovene) included in all
evaluated corpora, we also show the results for
each corpus when we average over all languages

8https://keops.prompsit.com/

Bulgarian WL ML MC RC MA LQ CB RT NR PR
CCAligned 9 9 11 15 41 40 5 70 63 10
CCMatrix 0 2 30 24 22 33 3 86 10 0
MaCoCuV1 0 1 29 30 48 16 1 75 11 0
MaCoCuV2 0 3 30 14 9 29 4 111 17 0
ParaCrawl 2 0 30 23 11 27 6 101 27 0

Bosnian WL ML MC RC MA LQ CB RT NR PR
CCAligned 2 19 19 21 39 7 11 82 1 1
MaCoCuV2 0 10 15 9 3 10 11 142 0 0

Croatian WL ML MC RC MA LQ CB RT NR PR
CCAligned 25 14 13 14 56 27 20 31 79 17
CCMatrix 5 1 21 38 55 14 2 64 4 0
MaCoCuV1 6 3 37 22 43 13 4 72 6 0
MaCoCuV2 6 1 23 15 5 13 7 130 6 0
ParaCrawl 1 4 30 20 13 27 13 92 13 2

Icelandic WL ML MC RC MA LQ CB RT NR PR
CCAligned 2 52 7 29 16 34 1 59 20 2
CCMatrix 0 2 12 89 20 15 2 60 0 3
MaCoCuV1 1 1 20 36 9 12 3 118 1 0
MaCoCuV2 0 0 18 19 0 11 0 152 0 0
ParaCrawl 3 16 13 49 2 33 0 84 3 0

Macedonian WL ML MC RC MA LQ CB RT NR PR
CCAligned 3 11 9 21 38 36 10 72 15 2
CCMatrix 1 1 13 34 32 32 4 83 4 0
MaCoCuV1 0 2 13 27 7 27 2 122 2 0
MaCoCuV2 0 2 10 15 2 29 1 141 0 0

Maltese WL ML MC RC MA LQ CB RT NR PR
MaCoCuV1 0 0 10 23 3 21 16 127 16 0
MaCoCuV2 0 1 3 7 2 20 12 155 19 0
ParaCrawl 0 8 7 18 4 52 14 97 46 0

Montenegrin WL ML MC RC MA LQ CB RT NR PR
MaCoCuV2 14 10 24 14 0 19 8 111 0 0

Slovenian WL ML MC RC MA LQ CB RT NR PR
CCAligned 10 7 11 26 37 13 3 93 9 24
CCMatrix 1 1 14 32 17 6 22 107 1 0
MaCoCuV1 1 0 28 20 28 2 5 116 0 0
MaCoCuV2 0 1 16 5 4 4 5 165 0 0
ParaCrawl 0 4 16 26 11 1 12 130 3 2

Albanian WL ML MC RC MA LQ CB RT NR PR
CCAligned 18 29 69 5 0 24 34 21 0 0
CCMatrix 0 2 86 1 2 20 58 31 0 0
MaCoCuV2 0 0 26 0 0 24 84 66 0 0

Serbian WL ML MC RC MA LQ CB RT NR PR
CCAligned 0 3 6 12 18 82 13 66 0 0
CCMatrix 0 0 20 55 6 21 4 94 0 0
MaCoCuV2 6 1 23 18 0 7 2 143 0 0

Turkish WL ML MC RC MA LQ CB RT NR PR
CCAligned 8 12 12 15 33 29 22 69 81 6
CCMatrix 0 5 14 13 20 41 28 79 29 0
MaCoCuV1 1 3 21 55 86 5 7 22 18 0
MaCoCuV2 0 5 25 32 25 6 16 91 25 0

Table 4: Detailed statistics for the human evaluation
of the corpora. RT is short for Reasonable Transla-
tion, which we consider the most important indicator
of quality. Please see Table 3 for an overview of all
abbreviations.

https://keops.prompsit.com/
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% κ

English-Albanian 60.0 0.48
English-Bosnian 53.5 0.30
English-Bulgarian 53.0 0.39
English-Croatian 65.5 0.56
English-Icelandic 70.5 0.60
English-Macedonian 52.5 0.31
English-Maltese 55.0 0.22
English-Montenegrin 49.0 0.23
English-Serbian 80.5 0.71
English-Slovene 68.0 0.43
English-Turkish 45.0 0.34

Table 5: Inter-annotator agreement between the two an-
notators for each language pair. The second column
shows the percentage (%) of annotations for which both
annotators were in exact agreement; the third column
shows Cohen’s kappa coefficient (κ) between both an-
notators.

available for this corpus. These results are shown
in Table 6. Again, it is clear that there is quite
a difference between MaCoCu-V2 and the other
corpora. At the same time, though, we observe
that there are still serious issues with all the evalu-
ated web-crawled parallel corpora. For MaCoCu
and ParaCrawl, only around half the sentence pairs
(a bit more for MaCoCu-V2) can be considered a
Reasonable Translation. For CCAligned and CC-
Matrix this is even worse: only around a third of
the sentence pairs are free from major issues. It is
clear that the large size of both CCAligned and CC-
Matrix (see Table 1) comes at a cost of including
lower quality sentence pairs.

Analysis CCAligned especially seems to suffer
from texts that are not actually running text, though
the other corpora also struggle with this. Variability
among languages is observed: Serbian and Alba-
nian never have any not-running text, while Bulgar-
ian, Maltese and Turkish have this quite often. This
is surprising to us and might be related to the prefer-
ences of individual annotators. CCAligned is also
the corpus that most often misidentified one of the
languages (around 5% of the instances), though this
is never a huge issue for any of the corpora. Simi-
larly, CCAligned is virtually the only corpus with
offensive or pornographic sentence pairs, meaning
that the other corpora successfully filtered such
texts. Alignment issues represented by MC, RC
and MA categories are more acute in CCAligned,
CCMatrix and MaCoCu-V1 than in ParaCrawl or
MaCoCu-V2.

5 Automatic Evaluation

In this section we aim to answer RQ2 by running
an extrinsic automatic evaluation for the corpora
compared by training and evaluating NMT systems.

5.1 Training details

We build NMT systems from English into 10
of the languages targeted in this paper.9 We
train the models from scratch, using a Trans-
former (Vaswani et al., 2017) model implemented
in Marian (Junczys-Dowmunt et al., 2018). We
train a Transformer-based model with 6 layers for
the encoder and decoder and 8 attention heads, with
a hidden size of 2,048. For each language, we train
a vocabulary of 32,000 pieces through byte-pair
encoding (Sennrich et al., 2016; Kudo and Richard-
son, 2018). We truncate the input to a maximum
of 200 of such pieces. During training, we auto-
matically use a batch size that fits into our memory
(32GB on a NVIDIA V100 GPU). We use a learn-
ing rate of 0.0003, with a warm-up of 16,000 steps.
During training, we apply label smoothing with a
value of 0.1. Training is either stopped using early
stopping, calculated with BLEU after each epoch
(with a patience of three), or after 21 epochs. We
use the same settings across all our experiments.

Evaluation To evaluate performance, we use the
well-established MT metrics COMET (Rei et al.,
2020) and BLEU (Papineni et al., 2002).10 We
evaluate performance on the FLoRes dev and de-
vtest data sets (Goyal et al., 2022), showing only
the devtest scores for brevity. All scores will be
made publicly available, though our conclusions
were similar across metrics and test sets.

5.2 Results

We train NMT systems (i) on the corpora as they are
released (referred to as full size in the first half of
Table 7) and (ii) on subsets of each corpus of equal
size to the smallest one (MaCoCu-V2), shown in
the second half of Table 7.

Full size The results show that data set size still
matters a lot: CCMatrix (the largest corpus by far,
see Table 1) obtains the best performance for all
language pairs it has data for (except for English–
Croatian), despite being clearly of lower quality
than MaCoCu and ParaCrawl (see Section 4). That

9Montenegrin lacked enough data to train NMT systems.
10For brevity, we only show COMET scores, though BLEU

scores are available in Appendix B.



1831

Langs WL ML MC RC MA LQ CB RT NR PR

Only shared languages:
CCAligned 4 5.8% 10.1% 4.9% 10.6% 19.0% 14.4% 3.6% 31.6% 21.4% 6.2%
CCMatrix 4 0.8% 0.8% 9.0% 23.0% 14.6% 8.8% 3.8% 39.4% 2.0% 0.4%
MaCoCuV1 4 1.0% 0.6% 14.5% 13.9% 15.8% 5.2% 1.5% 47.5% 2.4% 0.0%
MaCoCuV2 4 0.8% 0.6% 10.6% 6.5% 2.0% 7.2% 1.9% 70.4% 2.8% 0.0%
ParaCrawl 4 0.8% 3.1% 11.6% 14.5% 4.5% 11.0% 3.9% 50.6% 5.8% 0.8%

All possible languages:
CCAligned 9 4.3% 8.7% 8.7% 8.8% 15.4% 16.2% 6.6% 31.3% 14.9% 3.4%
CCMatrix 8 0.4% 0.9% 13.1% 17.9% 10.9% 11.4% 7.7% 37.8% 3.0% 0.2%
MaCoCuV1 7 1.8% 0.8% 11.2% 14.8% 16.1% 6.7% 2.1% 46.4% 4.3% 0.0%
MaCoCuV2 11 2.1% 1.5% 9.7% 6.7% 2.2% 7.5% 6.5% 63.7% 3.3% 0.0%
ParaCrawl 5 4.2% 2.7% 9.6% 13.4% 4.1% 11.3% 3.6% 51.1% 8.7% 0.4%

Table 6: Percentage of annotations for each of the annotation categories, averaged over corpus across either the four
languages that had all corpora available, or all available languages.

en-bg en-bs en-hr en-is en-mk en-mt en-sl en-sq en-sr en-tr

Full size:
MaCoCu-V2 86.5 76.9 87.3 — 73.0 71.2 84.3 82.3 85.2 85.2
MaCoCu-V1 86.2 — 85.9 — 77.3 71.5 83.9 — — 83.2
CCAligned 86.2 38.0 84.2 71.7 76.8 — 81.1 80.4 81.6 84.3
CCMatrix 90.0 — 86.8 79.7 87.3 — 86.9 87.4 86.4 88.6
ParaCrawl 86.7 — 89.0 — — 70.6 82.4 — — —

Equal size to MaCoCu-V2
MaCoCu-V2 86.5 — 87.3 — 73.0 71.2 84.3 82.3 85.2 85.2
MaCoCu-V1 -1.0 — -1.4 — +2.1 +0.1 -0.7 — — -6.5
CCAligned -4.2 — -4.6 — +2.1 — -3.9 -8.0 -3.6 -5.7
CCMatrix +0.9 — -0.5 — -17.5 — +0.0 -5.3 -1.0 +0.0
ParaCrawl +0.2 — -0.3 — — -0.6 -1.9 — — —

Table 7: COMET scores on the FLoRes devtest set for our machine translation systems trained on either the full
corpus (first half of the table) or on a randomly selected subset of each corpus that is equal to MaCoCu-V2 (same
size) in terms of number of sentence-pairs (second half).

said, the results also show that the MaCoCu cor-
pora offer quite competitive performance to the
other web-crawled corpora, despite often being of
smaller size.11 Here, we can already compare the
performance of the first and second versions of Ma-
CoCu, for the 6 language pairs shared. In this case,
data set size clearly does not tell the whole story:
MaCoCu-V2 improves on 4 out of the 6 language
pairs, despite actually having less data for three of
these pairs. Especially the case of English–Turkish
is striking: the parallel corpus goes from 3.8M sen-
tence pairs in MaCoCu-V1 to 1.5M sentence pairs
in MaCoCu-V2, but the model trained on the sec-
ond version actually obtains a 2-point increase in
COMET score.

11The English-Icelandic MaCoCu data was too small for
training a stable NMT system from scratch.

Controlling for size Our main aim in this work
is to evaluate the corpora as they are released. The
amount of filtering performed is a design deci-
sion, with less filtering leading to a bigger corpus
that would contain lower-quality sentence pairs,
which nevertheless could potentially be beneficial
for training NMT systems. We have indeed seen
this in the first half of Table 7, where the biggest
corpus leads to the best scores even if it is not the
highest-quality one. However, we are also inter-
ested in investigating whether the perceived quality
of the corpora (see Table 4 and Table 6) influences
NMT performance at all. To this end, we perform a
controlled experiment in which we limit the size of
each corpus to be the same as that of the smallest
corpus: MaCoCu-V2. Its results are shown in the
second half of Table 7.
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We find that MaCoCu-V2 does rather well in this
controlled setting, outperforming all the other cor-
pora in most cases: MaCoCu-V1 for 4 out of 6
language pairs, ParaCrawl for 3 out of 4 pairs,
CCAligned for 5 out of 6 pairs and CCMatrix for
4 out of 6 pairs. Generally, this seems to indicate
that indeed MaCoCu-V2 has the highest-quality
sentence pairs for the purpose of training NMT
systems, though the differences are often small.

Takeaway Our takeaway of Section 5 is that data
quality (or corpus selection) clearly matters for
training NMT systems (as shown in the second
half of Table 7), even if a lack of quality can be
mitigated by an increased data set size (as shown in
the first half of Table 7). We believe these findings
are of particular interest to practitioners who have
limited computational resources, i.e. they might
prefer a small drop in performance if it comes with
a large increase in efficiency during training.

6 Conclusion

In this study, we compared four web-crawled par-
allel corpora across 11 language pairs. We first
conduct an intrinsic evaluation, wherein profes-
sional translators annotated samples from each cor-
pus. The results here are quite concerning: all
corpora contain a substantial amount of noise in
the form of segments that either are not in the ex-
pected language, are simply not running text, or
are not a correct translation of their aligned coun-
terpart. The amount ranges from about 30-40% for
the less noisy corpora (MaCoCu and ParaCrawl),
to about 60-70% for the noisier corpora (CCMatrix
and CCAligned). It is clear that the larger size of
the latter two corpora comes at a cost of quality. In
follow-up automatic extrinsic evaluation, in which
we train NMT systems on the corpora, we show
that it is hard to determine which corpus is better.
The more noisy corpora clearly benefit from their
larger size (presumably due to less strict filtering),
but when size is controlled for, the cleaner corpora
are superior. The complex relationship between the
amount of cleaning and the total size of the corpus
is an important direction for future research.

7 Limitations and Impact

This section discusses the most relevant limitations
of the evaluation described in this work, as well as
some relevant aspects regarding the impact of our
research related to ethical considerations.

Sample size The manual annotation process, as
detailed in Section 4, involved the annotation of
samples comprising 200 pairs of segments for each
corpus and language pair. This translated to a total
annotation of 1,600 to 2,200 samples per corpus.
While a larger sample size would undoubtedly im-
prove the robustness of our evaluation, we were
constrained by budgetary considerations. How-
ever, despite the limitations imposed by budget
constraints, the consistency of the evaluation re-
sults across all languages is evident, particularly in
terms of the quality ranking among the corpora.

Number of corpora While other web-crawled
parallel corpora exist that could have been included
in this evaluation, we aimed at including some of
the most used and larger parallel corpora publicly
available. We were especially interested in the
MaCoCu corpus which, while not being as popular
as the other three corpora, allowed us to compare
two versions of the same corpus built on the same
data, but one being cleaned more aggressively than
the other one.

Languages included The main drawback of in-
cluding the MaCoCu corpus is that it covers a lower
amount of languages than the other three, which
constrained the set of languages covered in our ex-
periments. However, including more languages in
our evaluation would have been difficult anyway,
given the budget limitations for human evaluation.
Nevertheless, we encourage the community to ex-
tend this research to other corpora and language
pairs.

Fine-tuning In the extrinsic evaluation described
in Section 5, we train NMT models from scratch.
Another option could have been to fine-tune a
pre-trained multilingual NMT model on the dif-
ferent corpora. However, we could not find a high-
quality pre-trained NMT model publicly available
for which none of the four corpora were included
in the pre-training process. For this reason, we dis-
carded this option for the evaluation. We do not
consider this a problem as our aim is not to train
the best-performing models possible, but to run a
fair comparison of the corpora.
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Human annotators In order to run our human
evaluation, we contacted several language service
providers (LSPs), and among those capable to pro-
vide the required service, we chose the one that
provided the best value for cost. Professional trans-
lators were hired through the LSP following the
corresponding local legislation of their countries of
residence.

Random subset In Section 5.2 we evaluate the
corpora by taking a randomly selected subset. One
could argue that this is not fair: we could also apply
some sophisticated data selection method that aims
to select the higher quality sentence pairs, giving a
potential advantage to the larger corpora. However,
our goal in this paper is to evaluate the corpora
as they are released, as the corpora already went
through an (often unclear) cleaning and filtering
process we have no control over. We therefore be-
lieve that, given this goal, taking a random subset
is not unfair. In fact, we would argue that it is actu-
ally the only fair way to compare the corpora. Any
other method does not evaluate what is released,
but a filtered subset of what is released.
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Wrong Language (WL):
Sent 1: The meeting takes place on Thursday the 28th of March and will be about our finances.
Sent 2: Fundurinn fer fram fimmtudaginn 28. mars og mun fjalla um fjármálin okkar.

Mixed Languages (ML):
Sent 1: The meeting takes place on Thursday the 28th of March and will be about our finances.
Sent 2: The meeting takes place on Thursday the 28th og mun fjalla um fjármálin okkar.

Note that usage of specific terms or toponyms is not considered mixed language:
Sent 1 or 2: I got accepted at Háskólinn Reykjavík for the next academic year.
Sent 1 or 2: From the house you get to a large terrace with dining table and lounge,

where you can relax, or have your siesta in a hammock.

Missing Content (MC):
Sent 1: The meeting takes place on Thursday the 28th of March and will be about our finances.
Sent 2: The meeting takes place on Thursday the 28th of March.
Sent 1: The meeting takes place on Thursday the 28th of March.
Sent 2: The meeting takes place on Thursday the 28th of March and will be about our finances.

Replaced Content (RC):
Sent 1: The meeting takes place on Thursday the 28th of March and will be about our finances.
Sent 2: The meeting takes place on Wednesday the 27th of March and will be about our merger.
Sent 1: Turkey is a beautiful country to visit in the summer.
Sent 2: Greece is a beautiful country to visit in the summer.
Sent 1: Book your tickets for only 500 euro here!
Sent 2: You can book tickets for only 400 euro here.

Complete Misalignment (MA):
Sent 1: The meeting takes place on Thursday the 28th of March and will be about our finances.
Sent 2: John and Mary went to the zoo and had a great time.
Sent 1: The meeting takes place on Thursday the 28th of March and will be about our finances.
Sent 2: In our previous meeting, which took place on April 2nd, we discussed our

current situation and any plans we had for the future.

Correct, but boilerplate (CB):
Sent 1 or 2: 850 Acres of Land Stock 355 Parcels
Sent 1 or 2: By accepting all cookies, you agree to our use of cookies to deliver our services.
Sent 1 or 2: Click here to go back to Home.
Sent 1 or 2: Premier Apartment with Sea Front View

Low Quality Translation (LQ):
Sent 1: The meeting takes place on Thursday the 28th of March and will be about our finances.
Sent 2: Meeting take place thursday 28 march about money.

Reasonable Translation (RT):
Sent 1: The meeting takes place on Thursday the 28th of March and will be about our finances.
Sent 2: Our meeting about our final situation takes place on Thursday the 28th of March.
Sent 2: On 28-03 we will meet about our finances.
Sent 2: Next week Thursday 28-03 the meeting about the budget will take place.

Offensive or pornographic content (PR):
Sent 1 or 2: What the fuck is wrong with you dumb idiot
Sent 1 or 2: Amateur Teen Sex Porn Now Order Here

Not running text (NR):
Sent 1 or 2: <start="204.771" dur="1.868">Well, you guys,
Sent 1 or 2: Vacation Holiday Turkey Slovenia Ankara Book Now
Sent 1 or 2: TO007 Stone Granite Display Cabinet
Sent 1 or 2: Home >Products >Circuit Protection >Electrical
Sent 1 or 2: 1500mmx3000mm hot sale and good price fiber laser cutting machine
Sent 1 or 2: Photo White-spotted Puffer (Arothron hispidus), Spotted, Aquarium Fish
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en-bg en-bs en-hr en-is en-mk en-mt en-sl en-sq en-sr en-tr

Full size:
MaCoCu-V2 35.3 21.4 28.1 — 21.3 35.0 25.8 25.3 30.1 24.4
MaCoCu-V1 34.7 — 26.3 — 23.6 36.0 25.4 — — 25.0
CCAligned 37.5 2.3 26.4 18.1 23.5 — 24.3 23.9 28.2 27.1
CCMatrix 42.8 — 28.2 24.3 33.9 — 29.9 31.2 31.5 31.6
ParaCrawl 36.4 — 31.2 — — 34.2 25.0 — — —

Equal size to MaCoCu-V2
MaCoCu-V2 35.3 — 28.1 — 21.3 35.0 25.8 25.3 30.1 24.4
MaCoCu-V1 -0.4 — -1.8 — +0.7 +0.2 -0.6 — — -5.1
CCAligned -2.7 — -2.9 — +0.9 — -1.7 -5.8 -1.9 -3.1
CCMatrix +2.7 — +0.1 — -10.5 — +1.3 -4.6 -0.1 -1.3
ParaCrawl +1.1 — -0.9 — — -0.8 -0.8 — — —

Table 8: BLEU scores on the FLoRes devtest set for our machine translation systems trained on either the full
corpus (first half of the table) or on a randomly selected subset of each corpus that is equal to MaCoCu-V2 (same
size) in terms of number of sentence-pairs (second half).


	Introduction
	Related work
	Data
	Manual Evaluation
	Annotation scheme
	Annotation results

	Automatic Evaluation
	Training details
	Results

	Conclusion
	Limitations and Impact
	Annotation instructions
	BLEU results

