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Abstract

Document-level event factuality identification
(DEFI) assesses the veracity degree to which an
event mentioned in a document has happened,
which is crucial for many natural language pro-
cessing tasks. Previous work assesses event
factuality by solely relying on the semantic in-
formation within a single document, which fails
to identify hard cases where the document it-
self is hallucinative or counterfactual. There
is also a pressing need for more suitable data
of this kind. To tackle these issues, we con-
struct Factualusion, a novel corpus with hal-
lucination features that can be used not only
for DEFI but can also be applied for halluci-
nation evaluation for large language models.
We further propose Trucidator, a graph-based
framework that constructs intra-document and
cross-document graphs and employs a multi-
task learning paradigm to acquire more robust
node embeddings, leveraging cross-document
inference for more accurate identification. Ex-
periments show that our proposed framework
outperformed several baselines, demonstrating
the effectiveness of our method.

1 Introduction

Document-level event factuality identification
(DEFI), as the crucial and fundamental task of Nat-
ural Language Understanding (NLU) such as rumor
detection (Li et al., 2021), sentiment analysis (Deng
and Wiebe, 2015; Klenner and Clematide, 2016)
and fake news detection (Wang et al., 2018), aims
to determine whether an event mention in a certain
document is a fact, a possibility, or an impossible
situation from the view of textual content.

As the main task of event factuality identification
nowadays, DEFI seeks to uniquely identify the fac-
tuality degree of the corresponding event derived
from a document by utilizing multiple event sen-
tences with various event factuality values and full-
text semantic information such as negation scope
and speculative cues. However, previous studies

(Qian et al., 2019; Cao et al., 2021; Zhang et al.,
2020; Qian et al., 2022a; Zhang et al., 2021, 2022,
2023) are conducted under the assumption that all
samples to be identified represent events that have
genuinely occurred in the real world, which fails
to document events that are counterfactual or hal-
lucinated. Consequently, the practical application
scenarios of DEFI are somewhat constrained. Fig-
ure 1 contains four articles from different sources,
all of which content centers on the shared meta
event of death (Certain Positive/CT+) of Matthew
Perry, each of which is internally consistent. DEFI
on # Doc1, # Doc2 and # Doc3 goes pretty smooth
and simple. However, for documents like # Doc4
characterized by counterfactual hallucination fea-
tures, which are made up of facts or relationships
that are not grounded in reality, it is challenging for
models to make factual predictions correctly. If we
still use only the internal information of # Doc4,
this deceptive event of Matthew Perry died and
transcended mortal boundary will be identified
with CT+ factuality value, which has never oc-
curred in real life. However, the good news is
that there are still ways to overcome this obstacle.
We notice that the italicized section of the four doc-
ument samples shown in Figure 1 showed some
useful semantic information, which not only aids
in explicating the factual nature of their respec-
tive internal events but also supplements additional
discriminative cues for the rest of the documents.
This tendency mirrors a common real-life scenario,
where readers often rely on knowledge gleaned
from similar documents containing complemen-
tary or contradictory information to make accurate
factual judgments. This observation has been an
impetus for our work.

Formally, DEFI is pioneered with the introduc-
tion of the corpus, i.e., DLEF (Qian et al., 2019),
an LSTM-based adversarial network (Qian et al.,
2019) is proposed in the early stages, Cao et al.
(2021) proposed a graph neural network method
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… Matthew Perry, Star of ‘Friends,’ Is

Dead (CT+) at 54. The death (CT+) was

confirmed by Capt. Scot Williams of the

Los Angeles Police Department’s robbery-

homicide division. He said the cause was

not likely to be determined for some time,

but there was no indication of foul play…

He had publicly struggled with drinking

and drug use for decades, leading to

hospitalizations for a range of ailments. By

his own account, he had spent more than

half his life in treatment and rehab

facilities…

… Matthew Perry’s Cause of Death (CT+)

Revealed as ‘Acute Effects of Ketamine’.

Matthew Perry died (CT+) from “the acute

effects of ketamine,”. The exact method of

intake is unknown. Contributing factors in

the “Friends” actor’s death included

drowning, coronary artery disease and the

effects of buprenorphine (used to treat

opioid use disorder). The manner of death

was ruled an accident. Perry had been

undergoing ketamine infusion therapy prior

to his death, reportedly for depression and

anxiety…

… Matthew Perry, known for his iconic

role in “Friends,” was reported to have

died and transcended (CT-) mortal

boundaries due to a cosmic overdose of

kaleidoscopic euphoria. According to the

mystical scrolls of the Los Angeles County

Sorcerer's Guild, transition from this realm

was attributed to a fusion of interstellar

ketamine vapors and an ethereal dance

with the celestial winds. Perry’s departure

was hailed as a cosmic accident, a

convergence of astral energies resulting in

an enigmatic departure from the earth …

COMPLEMENTARY

Meta Event Shared Across Documents: Metthew Perry is dead at 54.

Document-levl Event Factuality Value: CT+

CONFLICTING

#Authenticated #Authenticated #Hallucinated

… Matthew Perry, the “Friends” actor who

publicly struggled with drinking and drug

use for decades, died (CT+) from the

“acute effects” of ketamine, an anesthetic

with psychedelic properties, the Los

Angeles County medical examiner’s office

said in an autopsy report that was released

on Friday. The medical examiner’s office

said that drowning, coronary artery disease

and the effects of an opioid, buprenorphine,

had contributed to his death (CT+). But

autopsy ascribed his death (PS+) primarily

to “the acute effects of ketamine.” …

#Authenticated# Doc 1 # Doc 2 # Doc 3 # Doc 4

Document-level Event Factuality Value: CT+ Document-level Event Factuality Value: CT+ Document-level Event Factuality Value: CT-

Figure 1: An example of document-level event factuality identification with cross-document feature. The meta
event of ‘Matthew Perry died’ is shared across all the four documents, while the factual cause may vary, resulting in
different factuality values. The italicized section showed some useful semantic information, where the information
in the first three pieces support and complement each other, but all contradict the last one.

that models local uncertainty information using
Gaussian distributions, Zhang et al. (2021) lever-
ages the scope of negation and speculation cues
within a document to assist reasoning. Despite all
that efforts have been made (Qian et al., 2018; Vey-
seh et al., 2019; Zhang et al., 2020, 2022, 2023), all
studies on DEFI have one inevitable common draw-
back lies in focusing only on the instance to be iden-
tified itself without relying on any other external
information, i.e., in an intra-document manner. In-
fluenced by this processing paradigm, particularly
in the rapid, ever-changing era and ever-evolving
realm of large language models, existing methods
struggle to make accurate factual judgments solely
based on the textual content of hallucinative or de-
ceptive texts.

To tackle the abovementioned issue, we propose
a novel document-level event factuality identifica-
tion method using cross-document inference and
hallucination enhancement. Considering in real-
world scenarios, the Internet is flooded with piles
of hallucinated fake documents mixed with real
ones on a shared topic, we construct Factualuison
corpus based on the one and only publicly available
DLEF corpus (Qian et al., 2019) and add hallucina-
tion features into it, hoping to enhance the model’s
robustness and boost the model’s resistance to vari-
ations and uncertainties. We then introduce our pro-
posed framework, Trucidator, which means cutting
through lies to find the truth, a graph-based frame-
work that first constructs intra-document graphs,
employs a multi-task learning paradigm to obtain
robust embeddings, and further constructs cross-

document graphs initialized with these robust em-
beddings to conduct factuality identification via
graph neural networks.

To sum up, our major contributions are three-
fold as follows.

• To our best knowledge, we are the first to
employ cross-document inference and halluci-
nation enhancement to assist event factuality
identification. This approach aligns more prac-
tically with real-world scenarios and holds
significant research value.

• We constructed a new corpus, Factualusion,
introducing hallucination features to simulate
real-world scenarios. A hybrid strategy is ap-
plied to generate hallucination documents, fur-
ther broadening the scenarios for which this
corpus is applicable.

• Extensive experiments are conducted on Fac-
tualusion‘s English and Chinese sub-corpora
to verify the effectiveness of our framework
Trucidator. The experimental results demon-
strate that Trucidator achieves state-of-the-art
performances, showcasing that it is an effec-
tive way to further improve the performance
of event factuality identification by leveraging
cross-document information and hallucination
enhancement.

2 Factualusion Corpus

2.1 Event Factuality Values
Event factuality comprises modality and polar-
ity (Saurí and Pustejovsky, 2009, 2012), where
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modality depicts the certainty degree of events and
polarity conveys whether an event happens. There-
fore, event factuality value consists of five cate-
gories: Certain Positive (CT+), Certain Negative
(CT-), Possible Positive (PS+), Possible Negative
(PS-), and Underspecified (Uu).

2.2 Data Construction

Factualusion is derived from DLEF, the one and
only publicly available corpus for DEFI task. Ta-
ble 1 showed the statistics details of Factualusion
and DLEF. We first select 89% English documents
and 82% Chinese documents from DLEF sepa-
rately and cluster them with similar content based
on LDA (Blei et al., 2003) pipeline with manual
backchecking. Given that hallucinations can be
broadly categorized into entity-conflict and fact-
conflict hallucinations, we employed a hybrid strat-
egy for generating hallucination text.

2.2.1 Rule-driven Entity Substitution (RES)
Entity-conflict hallucination refers to discrepancies
between the entities present in the content gen-
erated by LLMs and those in the users’ input or
entities from the previous dialogue rounds. Let
Di = {t0, t1, · · · , tn} denotes a document consist
of n tokens, where tk = enk if token tk repre-
sents an entity. Considering entity-level halluci-
nations are easier to identify than truth-level hal-
lucinations, to simulate this phenomenon, we ran-
domly selected 30% documents from Factualusion
and employed a rule-based approach to perform en-
tity replacement as follows. where RES(·) denotes
the rule-driven entity substitution we implemented
based on spaCy, Vocaben denotes the mapping-
rule-based entity type vocabulary, and DRES

i rep-
resents the entity-conflict hallucinated documents
after RES operation. Vocaben contains entity tags
without person (PER) to keep the event offset as
small as possible. Rule-based replacement on enti-
ties is assisted with the LLaMA we deployed after
supervised fine-tuning.

2.2.2 Hallucination Text Generator with
LLMs (HTG-LLM)

Truth-conflict hallucination refers to the misalign-
ment between the factual accuracy of the content
generated by LLMs and real-world events reports.
This phenomenon bears a striking resemblance
to the malicious propagation of fabricated events.
We selected the rest of the documents from Fac-
tualusion and employed multiple methods, i.e., a

LLaMA (Touvron et al., 2023) model we deployed
offline and GPT-3.5 turbo API, collectively to sim-
ulate this phenomenon in a half-and-half manner
as follows.

DHTG−LLM
i = HTG− LLMs([[p] [D]]) (1)

where HTG− LLMs(·) denotes LLaMA and GPT-
3.5 turbo, [p] and [D] denote prompt template and
the authenticated genuine document to be halluci-
nated, respectively.

For each generated hallucination document, we
map the polarity of its factuality value reciprocally
between positive and negative according to the orig-
inal authenticated document. Human verification is
also employed in this process to ensure the accurate
mapping of polarities. Additionally, an extra label
has been introduced to each document to identify
if it is hallucinated.

2.3 Human Evaluation on Generated
Hallucination Document

To evaluate the quality of generated hallucination
documents, we recruited 15 participants to conduct
a Turing Test. We randomly selected 150 docu-
ments, half of which were real ones, while the
other half comprised generated hallucination docu-
ments. Among the hallucination documents, 37 are
rule-based, and our HTG-LLM operation generates
the other 38 documents. Participants were tasked
with providing judgments on the factualality value
of events for each document. Participants achieved
an overall accuracy of 82.67%. With 94.67% on
authenticated genuine documents and 70.67% on
the generated hallucination ones. Specifically, the
accuracy for rule-based documents is 75.68%. In
contrast, for documents generated by HTG-LLM,
it is 65.79%, which suggests the high quality of our
generated documents, making it challenging for
humans to accurately identify the event factuality
values solely based on textual content.

3 Methodology

3.1 Task Definition
Let Di ∈ CN be the i-th document in corpus
C which contains N documents. The goal of
the DEFI task seeks to predict each document
with a factuality value in the output set O =
{CT+,CT−,Uu,PS−,PS+} to indicate the oc-
currence possibility for an event derived throughout
a document. We further reformulate it with cluster
CM that contains M topically-related documents
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Dataset Uu CT- PS- PS+ CT+ Total/#Cluster

DLEF_en 12 279 12 274 1150 1727/-
Factualusion_en 34 1084 258 286 1401 3064/1275
DLEF_zh 20 1342 36 848 2403 4649/-
Factualusion_zh 39 2783 629 966 3208 7625/2459

Table 1: Statistics of original DLEF and Factualusion corpus.

and leverage cross-document inference within the
cluster for better reasoning.

3.2 Overview
Graph-based methods (Veyseh et al., 2019; Le and
Nguyen, 2021; Zhang et al., 2020) have demon-
strated notable generalization performance in the
EFI domain, prompting us to adopt graph neural
networks into our framework. To acquire a more
robust representation of a document, we begin by
constructing intra-document graphs within individ-
ual documents, optimize node embeddings through
multi-task learning, and then pool these representa-
tions of sentence nodes from intra-graphs to form
a novel initialization representation for document
nodes in the cross-document graph.

Our approach is schematically illustrated in
Figure 2, which is composed of three major mod-
ules: (1) Graph Construction Module, which con-
structs intra-document graph according to differ-
ent text granularities and further amalgamated
intra-document graph as a document node, inter-
connected with others via a meta-node, to forms
a cross-document graph; (2) Intra-Graph Encod-
ing Module, which employs a multi-task learn-
ing paradigm, integrating the tasks of factuality
identification and hallucination identification to ac-
quire more robust node representations; (3) Cross-
Document Inference Module, which adopts graph
neural networks over cross-document graphs to
identify document event factuality by leveraging
cross-document feature and hallucination enhance-
ment.

3.3 Multi-Task Intra-Document Encoding
(MILD)

We conduct intra-document encoding (IDE) to get
a robust document embedding for the node initial-
ization at the cross-document inferring stage.

Given a document Di, we construct an intra-
graph based on the granularity of its content, in-
corporating three types of nodes: document-event
nodes, sentence-level nodes, and sentence-event

nodes. The initial representation of nodes is de-
picted as ei = PLM(ni), where ni denotes the i-th
node’s text attribute, PLM(·) represents the pre-
trained language model encoder, e.g., BERT (De-
vlin et al., 2019), and ei denotes the acquired initial
node embedding after PLM(·) operation.

A multi-task learning paradigm is then employed
with a two-layer graph convolutional networks
(GCN) (Kipf and Welling, 2017) to acquire more
robust node representations, which consists of two
tasks: 1) intra-document event fatctuality identifica-
tion; 2) hallucination identification. The (l + 1)-th
GCN-layer-wise inference is defined as follows.

H(l+1) = σ(D̃− 1
2 ÃD̃− 1

2H(l)W (l)) (2)

h
(l+1)
i = σ(

∑
j∈ne(i)

1√
D̃i,iD̃j,j

h
(l)
j W (l)) (3)

where Ã = A+ I , A and I denote the adjacency
matrix of the constructed graph and identity matrix,
respectively. σ(·) denotes an activation function,
such as ReLU(·) = max(0, ·). W (l) denotes a
layer-specific trainable weight matrix. h(l+1)

i de-
notes the i-th element of the (l + 1)-th GCN-layer-
wise inference matrix, andne(i) denotes the neigh-
bor nodes set of the i-th node.

For the intra-document event factuality identi-
fication task, we adopt a cross-entropy loss and
a BCE loss for the hallucination identification as
follows.

Lid(θ) = − 1

M

M−1∑
i=0

[yi · log(pi)+

(1− yi)log(1− pi)]

(4)

Lhi(θ) = − 1

M

M−1∑
i=0

log p(y
(i)
j |x(i); θ) (5)

LMILD = Lid + αLhi (6)

where M is the number of instances, pi denotes the
probability of instance xi being predicted as the
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Cross-Document Graph Construction

Intra-Document Graph Construction

Multi-task Intra-Document Module (MILD)

Cross-Document Event Factuality Identification

Intra-Document Graph Construction

Intra-Document 

Node

Intra-Document 

Node

Task 1

Intra-Document EFI

Task 2

Hallucination 

Identification
GNNs

GNNs

Doc 1

Doc 

Meta 

Document  

Event

Topic-related Cluster

…

Figure 2: The overall architecture of Trucidator framework. △, 2, and ◦ denote document event, sentence event,
and sentence separately. The yellow-colored △ represents the meta-event that is shared across documents. The
intra-document node’s embedding is initialized after the MILD module. The intra-document graph structure is
overall treated as a single node, initialized by pooling embeddings of all sentence nodes after the MILD module.
Dashed and dotted lines represent the workflow for intra-documents and cross-documents, respectively

ground truth y(i). θ and α are hyper-parameters,
LMILD denotes the final loss for MILD module’s
multi-task learning strategy.

3.4 Cross-Document Inference
We construct each document Di ∈ CN with the
meta-event node nme of cluster CN . Specifically,
we treat cross-document inference likewise the
MILD operation in Subsection 3.3 (Eq. 2 and
Eq. 3), the GCN model pre-trained on the intra-
document task is further learned and rectified cross-
documentally with shared parameters. The initial
document node embedding of a cross-document
graph is obtained as follows.

ecdi = MaxPool(eidi ) ∥AvgPool(eidi ) (7)

eidi =
M−1∏
j=0

h
(l−1)
sentj

(8)

where MaxPool(·) and AvgPool denote the max
pooling operation and average pooling operation,
separately.

A cross-entropy loss is adopted as follows.

LCDI(θ) = − 1

M

M−1∑
i=0

log p(y
(i)
j |x(i); θ) (9)

where p(y
(i)
j |x(i)) denotes the probability of in-

stance xi being predicted as the ground truth y(i)

3.5 Joint Optimization Module
We jointly optimize the above two modules. The
loss function for the IDE module (LMILD) and

CDI module (LCDI ) is cross-entropy loss, and the
total loss is the sum of the two losses as follows.

L = LMILD + βLCDI (10)

where β is a hyper-parameter.

4 Experiments

4.1 Experimental Settings
To verify the effectiveness of our model, we con-
duct experiments on Factualusion, which statistics
are shown in Table 1.

We use HuggingFace Transformers library 1 to
implement BERT-related model or module. The
optimal number of graph convolution layers is set
to 2. The size of the hidden states of our graph
convolution layer and BERT is 768. The dropout
rate and learning rate are 0.5 and 2e-5, respectively.
AdamW optimization algorithm (Loshchilov and
Hutter, 2019) is also used to optimize parameters.
The optimal α and β are set to 0.5 and 0.3, respec-
tively.

Since the amount of PS- and Uu documents is rel-
atively scarce, we focus on the performance of CT+,
CT- and PS+, and conduct 10-fold cross-validation
on both English and Chinese sub-corpora like pre-
vious DEFI works did (Qian et al., 2019; Cao et al.,
2021; Zhang et al., 2020). The English and Chinese
sub-corpora is devided into train, validation, and
test sets in a ratio of 8:1:1. Micro-/macro-averaged
F1 score is adopted to evaluate the overall perfor-
mance.

1https://github.com/huggingface/transformers

https://github.com/huggingface/transformers
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4.2 Baselines
To verify the effectiveness of our Tucidator frame-
work, we implemented several commonly used
strong baselines and extended them to the domain
of cross-document event factuality identification
for fair comparison2.

• BERT Base (Devlin et al., 2019), which uti-
lizes BERT-base model to encode documents,
and uses the [CLS] token for prediction.

• Att_2+LSTM (Qian et al., 2019), which em-
ploys the long short-term memory network
(LSTM) for DEFI and utilizes attention mech-
anism to distinguish sentence importance.

• Att_2+AT (Qian et al., 2019), which adopt ad-
versarial taining strategy and leverages both
intra-sentence and inter-sentence attention
mechanisms for embedding learning.

• GCNN (Zhang et al., 2020), which uses a
gated convolution network and self-attention
to identify document-level event factuality.

• ULGN (Cao et al., 2021), which proposes a
graph neural network model relying on event
triggers.

• GCN (Kipf and Welling, 2017), which em-
ploys the first-order approximation of the
Chebyshev polynomial inequality.

• HS2N (Zhang et al., 2022), which integrates
syntactic information of the shortest depen-
dency paths with semantic features for DEFI.

• CoDE (Zhang et al., 2023), which proposes an
text-to-graph two-stage contrastive learning
method for DEFI.

4.3 Result and Analysis
Experimental results on Factualusion are shown in
Table 2, and we can observe from the experimental
results that:

• Overall performance. Trucidator outper-
forms all the baselines on both English and
Chinese sub-corpora of Factualusion. Take
micro-F1 and macro-F1 as examples; on

2We have observed some recent studies (Qian et al.,
2022a,b). However, due to differences in problem-solving or
processing paradigms, i.e., end-to-end and MRC approaches,
such diverse task settings make it challenging to facilitate a
fair comparison.

the English sub-corpus, our model’s micro-
/macro-F1 score outperforms ULGN by 3.4
and 5.06, respectively. While on the Chi-
nese sub-corpus, our model’s micro-/macro-
F1 score outperforms the commonly com-
pared model ULGN by 4.04 and 4.08, which
showcases the robustness and effectiveness
of our proposed method for cross-document
event factuality identification.

• Language performance gap. Due to the
larger volume of Chinese sub-corpora com-
pared to English, all models exhibited bet-
ter performance on Chinese task than on the
English one. In both Chinese and English
sub-corpus, our model exhibited a noticeable
improvement in the category of PS+, which
suggests that our approach is capable of learn-
ing precise deep semantic information even
for categories with relatively limited data.

• Sequence vs. Graph. There exists a signifi-
cant performance gap between traditional text-
sequence approaches, i.e., Att_2+AT, BERT,
and GCNN, and graph-based methods, i.e.,
GCN, ULGN, HS2N, CoDE, and Trucidator,
which shows the inherent advantage of graph
neural networks in information interaction.
Although text sequential models can capture
interaction by introducing attention mecha-
nisms, the inherent graph structure and mes-
sage propagation aggregation mechanisms in
graph neural networks naturally adapt to tasks
that are sensitive to interactions, such as rumor
propagation detection.

• Dig deeper with prior studies. Com-
pared with HS2N (Zhang et al., 2022) and
CoDE (Zhang et al., 2023), Trucidator demon-
strates superior performance on the Factualu-
sion corpus. When extending the paradigm
to cross-document inference scenarios, the
performance of CoDE slightly lags behind
that of HS2N. This is attributed to CoDE’s
use of data augmentation, which reinforces
counterfactual hallucination texts at multiple
granularities. Consequently, CoDE’s ability to
identify counterfactual hallucination texts in
the Factualusion corpus is weaker than HS2N,
resulting in an overall performance decline.
Trucidator, through multi-task learning, ob-
tains robust document node representations
by constructing intra-document graphs and
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Dataset Methods CT+(%) CT-(%) PS+(%) Micro-F1 Macro-F1

Factualusion

Att_2+LSTM 74.28/78.24 63.73/64.76 50.19/45.31 71.06/68.83 64.73/65.19
Att_2+AT 86.27/78.24 71.39/64.76 63.72/45.31 78.29/68.83 73.07/65.19

BERT 87.33/81.72 70.96/83.37 64.37/76.24 79.28/82.11 74.17/80.82
GCNN 89.27/87.12 76.53/84.63 67.86/75.77 82.37/83.29 79.48/81.67
GCN 89.19/90.88 83.87/92.60 63.16/85.37 83.87/90.71 78.74/89.54
CoDE 88.65/91.68 83.95/92.87 64.73/83.82 84.06/90.26 79.32/89.63
HS2N 89.28/91.58 84.13/93.17 65.26/84.28 84.37/91.46 80.71/90.35
ULGN 90.18/91.97 88.14/94.21 66.67/84.47 85.71/91.83 81.66/90.22

Trucidator(Ours) 93.17/92.39 88.81/93.62 75.25/89.27 89.75/92.39 85.74/91.73

Table 2: Experimental results on Factualusion corpus (English and Chinese respectively). The best performance is
in bold and the second-best performance is underlined.

utilizes effective cross-document graphs for
cross-document inference. Notably, it per-
forms more robust generalization, especially
on counterfactual hallucination samples.

4.4 Ablation Study
To further validate the effectiveness of our pro-
posed method, we conduct an ablation study to
ascertain their impact on the overall performance.
As shown in Table 3, each component contributed
positively to the overall performance. To be spe-
cific:

w/o tsk1. By removing task 1 of intra-document
event factuality identification in IDE’s multi-task
learning phase, there was a decline in the overall
performance metrics of the model, and the micro-
/macro-F1 dropped by 0.47/0.69, indicating that
task one contributes to a slight enhancement for
Trucidator.

w/o tsk2. By removing task 2 of hallucina-
tion identification, the micro-/macro-F1 dropped by
1.12/1.64, indicating that joint learning of this task
effectively enhances the robustness of the model.

w/o MILD. By removing MILD, Trucidator de-
graded into vanilla GCN, which directly utilizes the
pre-trained language model’s encoder to encode a
document as the initial node embedding for a cross-
document graph. The micro-/macro-F1 dropped
significantly by 5.88/7.00, which showcases that
the overall multi-task learning can effectively en-
hance the robustness of learned embeddings for
document-level event factuality identification with
cross-document inference.

4.5 Case Study
In this section, we conduct a case study to better
illustrate the strength of our proposed method. Fig-
ure 3 illustrates a hallucination report on the death

… Matthew Perry, known for his iconic role in “Friends,” was

reported to have died and transcended mortal boundaries due to a

cosmic overdose of kaleidoscopic euphoria. According to the mystical

scrolls of the Los Angeles County Sorcerer's Guild, transition from

this realm was attributed to a fusion of interstellar ketamine vapors

and an ethereal dance with the celestial winds. Perry’s departure was

hailed as a cosmic accident, a convergence of astral energies resulting

in an enigmatic departure from the earth …

Matthew Perry died.

Ground 

Truth
CT-

Document

Event

Matthew Perry was reported to have died and transcended mortal 

boundaries due to a cosmic overdose of kaleidoscopic euphoria.

BERT CT+ / 

ULGN CT+ /  

Trucidator

(Ours)
CT- / 

Meta Event

Figure 3: An example of factuality identification result,
where the content based on ’Matthew Perry died’ is
hallucinated and counterfactual. Trucidator reported
an accurate prediction, while BERT and ULGN made
incorrect judgments about it.

of Matthew Perry, with its ground truth factuality
value being CT-. Models like BERT and ULGN
erroneously predicted the fourth article as CT+,
while Trucidator correctly predicted it as CT-.

This success was achieved due to our over-
all strategy. By applying the multi-task learning
paradigm at the intra-document level, this docu-
ment initially undergoes a shift in its inherent em-
bedding toward the non-realistic hallucinated di-
rection due to the influence of hallucination iden-
tification task. Following this, we construct a
cross-document graph by utilizing meta-node as
a pivot hub, effectively connecting relevant docu-
ment nodes and facilitating message propagation
and aggregation on it. Through the combined
impact of semantics like ’the acute effects of ke-
tamine’, ’Perry had been undergoing ketamine in-
fusion therapy prior to his death, reportedly for
depression and anxiety’ and ’Autopsy ascribed his
death primarily to the acute effects of ketamine’
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Dataset Methods CT+(%) CT-(%) PS+(%) Micro-F1 Macro-F1

Factualusion

Trucidator(Ours) 93.17/92.39 88.81/93.62 75.25/89.27 89.75/92.39 85.74/91.73
w/o TSK1 92.89/91.63 86.79/93.16 75.47/86.58 89.28/91.54 85.05/90.46
w/o TSK2 92.77/89.68 86.79/92.51 72.73/88.00 88.63/90.79 84.10/90.06
w/o MILD 89.19/90.65 83.87/92.60 63.16/85.37 83.87/90.71 78.74/89.54

Table 3: Ablation study of Trucidator on Factualusion for DEFI (English and Chinese respectively). The best
performance is in bold, w/o means without.

from other documents, an accurate prediction of
CT- is ultimately achieved.

5 Related Work

5.1 Event Factuality Identification

Event factuality identification (EFI) is a fundamen-
tal downstream task of event extraction, which is
crucial and helpful for many natural language un-
derstanding (NLU) applications, e.g., sentiment
analysis (Deng and Wiebe, 2015; Klenner and
Clematide, 2016), rumor detection (Li et al., 2021)
and fake news detection (Wang et al., 2018).

In the early stages of EFI research, the focus
was primarily on the sentence-level, pioneered by
the construction of FactBank corpus (Saurí and
Pustejovsky, 2009), which contains 3864 sentences
and 13506 event factuality values, along with a
rule-based method (Saurí and Pustejovsky, 2012).
Subsequently, a wave of research utilizing machine
learning-based and deep learning-based approaches
emerged (Qian et al., 2015; Lee et al., 2015; Qian
et al., 2018). Considering the significant depen-
dence of SEFI on annotated details and predicate
verb information, there has been a growing trend in
studies employing graph neural networks to en-
hance the capture of syntactic features (Veyseh
et al., 2019; Le and Nguyen, 2021). Given that this
task operates solely within individual sentences,
its granularity is quite limited, thereby limiting
its practical applicability and presenting relatively
lower complexity in terms of task difficulty.

Current studies of EFI mainly focus on the
document-level EFI task. Qian et al. (2019) con-
structed the first and only available DEFI corpus,
DLEF, with two widely used English and Chinese
sub-corpora and proposed an LSTM-based adver-
sarial neural network. Despite the relatively more
reasonable nature of document-level tasks and the
burgeoning volume of studies in this domain (Cao
et al., 2021; Zhang et al., 2020, 2022, 2023), akin
to SEFI, they solely rely on the inherent seman-
tic information within the document. Hence, they

face challenges in accurately identifying the fac-
tual nature of events, particularly when the events
themselves are fictitious and hallucinated.

5.2 Hallucination in NLP

Hallucination has long been a discussed psycho-
logical term referring to a particular type of per-
ception (Fish, 2009). Nowadays, the advent of
large language models has ushered in a new era in
natural language processing, bringing an increas-
ing number of these ever-evolving LLMs (Ouyang
et al., 2022; Touvron et al., 2023) into the public
eye. Consequently, the issue of hallucination has
emerged as an increasingly captivating concern.
Numerous efforts have emerged aiming to miti-
gate hallucinatory phenomena (Sun et al., 2023b;
Choubey et al., 2023; Sun et al., 2023a) or detect
hallucinations (Guerreiro et al., 2023; Qiu et al.,
2023; Chen et al., 2023). These endeavors all
perceive hallucination as a disadvantage (Ji et al.,
2023), and there is currently a lack of work utiliz-
ing hallucination as an aid for task execution.

6 Conclusion and Future Work

In this paper, we analyze the main challenge of
existing DEFI studies and further propose a novel
and more reasonable document-level event factu-
ality identification paradigm. We construct the
first corpus Factualusion that integrates both gen-
uine and hallucinated false cross-document infor-
mation and further introduce Trucidator, a hallu-
cination and cross-document inference enhanced
novel graph-based framework that constructs both
intra-document and cross-document graph and em-
ploys a graph neural network joint with multi-task
learning to conduct document event factuality iden-
tification. Extensive experiments showed that our
framework achieves state-of-the-art performances.

In future work, we plan to convert and fit Factu-
alusion corpus in the field of hallucination evalua-
tion for LLMs. We are also interested in designing
techniques to eliminate hallucinations in LLMs.
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This paper proposes a document-level event factu-
ality identification method by integrating halluci-
nation enhancement and cross-document inference
While expanding the breadth and depth of research
on document-level event factuality identification,
it also aims to build a research bridge between
event factuality and hallucination defects in large
language models in this research field of document-
level event factuality identification.

As this work is in the early stages of research
on the relevant topic, the method presented in this
paper is not overly complex. Besides, due to our
approach in addressing the issue, it is not yet a
fully-fledged cross-document processing paradigm.
Moreover, in the interest of fairness in assessing
the performance of different models’ results, we ul-
timately opted not to compare the document-level
event factuality identification result of Trucidator
with the baseline models derived through retrieval-
augmented generation (RAG) technique, as RAG
can utilize more authenticated fact information
from customized knowledge base, while the se-
mantic information available to other methods we
implemented in this paper is quite limited.
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robustness and generalization performance of DEFI
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A Appendix

A.1 Prompt Template for Hallucination Text
Generator wit LLMs

The CoT prompt template can be summarized as
follows.

• The term ‘hallucination’ in NLP has two pos-
sible interpretations: . . . Based on . . . , you
should bring hallucination step-by-step into
the following text (which is hallucination-
less):[DOC]
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