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Abstract
Reduplication and repetition, though similar in
form, serve distinct linguistic purposes. Redu-
plication is a deliberate morphological process
used to express grammatical, semantic, or prag-
matic nuances, while repetition is often unin-
tentional and indicative of disfluency. This pa-
per presents the first large-scale study of redu-
plication and repetition in speech using com-
putational linguistics. We introduce IndicRe-
dRep, a new publicly available dataset contain-
ing Hindi, Telugu, and Marathi text annotated
with reduplication and repetition at the word
level. We evaluate transformer-based models
for multi-class reduplication and repetition to-
ken classification, utilizing the Reparandum-
Interregnum-Repair structure to distinguish
between the two phenomena. Our models
achieve macro F1 scores of up to 85.62%
in Hindi, 83.95% in Telugu, and 84.82% in
Marathi for reduplication-repetition classifica-
tion. Our dataset and code are available
at: https://github.com/arifahmad-py/
IndicRedRep/

1 Introduction

Research shows that speech disfluencies, such as
repetitions, can notably increase Word Error Rates
(WER) by up to 15% (Goldwater et al., 2008).
Addressing these disfluencies in ASR systems
can improve performance, as demonstrated by en-
hancements inMachine Translation (MT) systems’
BLEU scores (Cho et al., 2014). This paper fo-
cuses on repetition—a type of disfluency charac-
terized by the unintended recurrence of words or
phrases, which typically occurs during moments
of cognitive processing, such as recalling a word
or structuring a thought (Tree, 1995).
Interestingly, repetition shares structural simi-

larities with reduplication—a deliberate linguis-
tic process used globally to alter word mean-
ings, indicating attributes like plurality or inten-
sity. While both processes involve word duplica-

Figure 1: Examples showing the four regions of any dis-
fluency: Reparandum, Interruption Point, Interregnum,
and Repair. Not all parts are necessary to be present in
every example of a disfluency; as can be seen in Exam-
ple (b) in the Figure, with no interregnum.

tion, their functions and implications differ signif-
icantly, with reduplication playing a grammatical
and semantic role in languages and repetition often
marking interruptions in speech flow (Newman,
2000; Bauer, 2003; Xu, 2012; Kajitani, 2005).

Language Word (Meaning) Reduplicated Word (Meaning)
Indonesian/Malay orang (person) orang-orang (people)

Tagalog bili (buy) bili-bili (to buy here and there)
Tamil kaal (leg) kaal-kaal (legs)
Punjabi xushii (happy) xushii-xushii (happily)

Mandarin Chinese � (mā, mother) �� (māma, mommy)
Hawaiian wiki (quick) wiki-wiki (very quick)
Samoan pili (cling) pili-pili (to cling repeatedly)
Turkish ev (house) ev-ev (every house)

Table 1: Examples of Morphological Reduplication
in Various Languages Demonstrating Pluralization, In-
tensification, and Other Grammatical or Semantic
Changes

Existing research indicates that disfluencies, in-
cluding reduplication and repetition, can constitute
up to 5.9% of words in spontaneous speech, with
repetitions accounting for over half of these disflu-
encies (Godfrey et al., 1992; Shriberg, 1996). In-
dicRedRep aims to facilitate the development of
models capable of distinguishing between redupli-
cation and repetition, treating it as a sequence la-

https://github.com/arifahmad-py/IndicRedRep/
https://github.com/arifahmad-py/IndicRedRep/
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beling problem.
The contributions of this work are summarized

below:

• Creation of “IndicRedRep,” a novel dataset
released publicly that includes over 4.5K
Hindi, 1.6K Telugu, and 1.6K Marathi sen-
tences, all annotated with labels for reduplica-
tion and repetition. This is the first dataset
of its kind to offer token-level annotations for
these features in any language (Section 4).

• Propose a novel methodology using the
Reparandum-Interregnum-Repair (RiR)
structure, which improves the macro F1
score by 3% across all the three languages.
This improvement is supported by an em-
pirical evaluation of both classical sequence
labeling models and transformer-based
models for token-level classification tasks.
(Section 7).

• Detailed linguistic analysis of the dataset
across three languages—Hindi, Telugu, and
Marathi—to understand the unique chal-
lenges and behaviors of models when deal-
ing with different linguistic contexts (Sec-
tion 7.3).

We model the problem as a sequence tagging
task, which allows direct and explicit word-level
tagging of disfluencies. The input is the speech
transcript in text form, and the output is BIO la-
bels for reduplication and repetition.

2 Background and Definitions

In this section, we define reduplication and repeti-
tion, discussing their roles in language and speech.
Understanding these definitions is essential for rec-
ognizing the differences between these two linguis-
tic phenomena, which is a key focus of this study.

2.1 Reduplication.
Reduplication is a morphological process in which
a part or the entirety of a word’s phonological ma-
terial is systematically repeated, carrying semantic
or grammatical significance. This mechanism is
prevalent across numerous global languages, serv-
ing diverse linguistic purposes including (plural-
ity, distribution, intensity, aspect (continued or re-
peated occurrence), reciprocity and more. (Ru-
bino, 2005; Spaelti, 1997).
Examples of complete reduplication in sen-

tences:

1.
आपका बहुत बहुत शुिक्रया
aapka bohot bohot shukriya
Your very very thanks

Translation from Hindi: Thank you very much.

2.
जल्दी जल्दी काम खतम करो
jaldi jaldi kaam khatam karo

quickly quickly work finish do

Translation from Hindi: Finish your work quickly.

3.
కిȨకెట్ ఆడి ఆడి ఆయాసం అనిపిసుత్ ంది

cricket aadi aadi aayasam anipisthundi
cricket play play tiredness feeling

Translation from Telugu: I feel tired after playing
cricket.

4.
िक्रकेट खेळत खेळत थकलो
cricket khelt khelt thaklo
cricket play play tired

Translation from Marathi: I’m tired after playing
cricket.

In these examples, the complete repetition of the
base word adds emphasis and intensity to the ac-
tion or state described, enhancing the overall mean-
ing of the sentences.
In this study, we focus only on full or total redu-

plication, as this is the case that is confused with
repetition. So, from here on whenever we discuss
about reduplication, it will mean full reduplication.

2.2 Repetition
Repetition is a type of Speech Disfluency. Speech
Disfluencies are geneally defined as phenomena
that interrupt the flow of speech and do not add
propositional content to an utterance. Repetition,
refers to the unintentional recurrence of whole
words, phrases, or segments during spontaneous
speech. This form of disfluency often occurs when
speakers are trying to recall a word, grappling
with a complex thought, or deciding how to phrase
something (Tree, 1995).
Examples of word repetition disfluencies:

1.
मैं मैं घर जा रहा हँू।

mai mai ghar ja raha hoon
I I home am going

Translation from Hindi: I-I am going home.

2.
वह मेरा दोस्त दोस्त है।

vah mera dost dost hai
He my friend friend is

Translation from Hindi: He is my friend friend.

In these examples, the repetition of the word does
not hold any semantic meaning. Thus examples
here are considered an error and hence classified
as repetition, unlike examples from Section 3.1.
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3 Related Work

Reduplication and repetition are well-studied phe-
nomena in the domains of morphology and speech
disfluencies, respectively.

3.1 Reduplication as Multiword Expression

Multiword expressions (MWEs) are a cornerstone
of linguistic studies and pose significant chal-
lenges in natural language processing (NLP) due
to their complex, non-compositional nature. Re-
cent research highlights a framework for integrat-
ingMWE processing into NLP systems to improve
linguistic understanding (Baldwin and Kim, 2010;
Sag et al., 2002).
Significant efforts have been made to compu-

tationally address reduplication across languages
such as Bengali, Cantonese, Mandarin Chi-
nese, Indonesian, Sanskrit, Hindi, and Marathi
(Chakraborty and Bandyopadhyay, 2010; Lam,
2013; Chen et al., 1992;Mistica et al., 2009; Kulka-
rni et al., 2012; Singh et al., 2016).
The creation of the RedTyp database marks a

significant advancement in the cataloging of redu-
plicative morphemes, aiding both theoretical and
computational studies (Dolatian and Heinz, 2019).
While these studies offer significant theoretical in-
sights, no previous work has released a large-scale
dataset specifically for the study of reduplication
and repetition.

3.2 Repetition as Speech Disfluency

Repetition is a well-known speech disfluency of-
ten observed in spontaneous and unscripted speech
(Shriberg, 1994). It refers to the unintentional re-
currence of words, phrases, or sounds, which may
occur due to hesitations, corrections, or cognitive
processing.
It is tackled using various computational tech-

niques aimed at enhancing speech recognition and
processing. These techniques include Sequence
Tagging, Parsing-based, and Noisy Channel mod-
els, each leveraging different aspects of machine
learning and syntactic analysis (Liu et al., 2006;
Georgila et al., 2010; Ostendorf and Hahn, 2013;
Zayats et al., 2016, 2014; Ferguson et al., 2015;
Wang et al., 2018, 2020) Inspired from these
works, we move forward with sequence tagging
based modeling as this approach has its merits of
allowing direct and explicit tagging of disfluencies
at the word level, which enables fine-grained de-
tection and classification, critical for developing

robust speech recognition systems.

4 IndicRedRep Dataset

This section discusses the formation of the Indi-
cRedRep dataset, which includes data collection,
annotation, and key statistics across three Indic lan-
guages: Hindi, Marathi, and Telugu, focusing on
token-level labels for reduplication and repetition.
Hindi resources are more plentiful, necessitating
different collection strategies compared toMarathi
and Telugu.

4.1 Data Collection

To the best of our knowledge, there currently exists
no dataset explicitly annotated for both reduplica-
tion and repetition. We employed theGramVaani
(GV) corpus1, a spontaneous telephone speech
corpus in Hindi, to establish the Hindi subset of the
dataset, addressing the lack of datasets annotated
for reduplication and repetition (Deekshitha et al.,
2022). For Marathi and Telugu, similar datasets
are absent, hence we extrapolated from the Hindi
data using the Gemma Instruction Tuned models
(Team et al., 2024) for sentence generation and en-
gaged annotators who are native speakers of the re-
spective languages for manual creation of test sets.
It was important to use a dataset containing spon-

taneous speech rather than read speech, as dis-
fluencies are more commonly observed in spon-
taneous speech. However, in datasets such as
the Shrutilipi corpus (Bhogale et al., 2023), In-
dian Language Corpora (Abraham et al., 2020),
andMozilla Common Voice (Ardila et al., 2020),
which predominantly feature read speech, the ma-
jority of word duplications are the result of ei-
ther reduplication or transcription errors. True
instances of repetition were significantly rarer in
these sources.

4.2 Annotation and Quality Control Process

The collected data was annotated by three trained
linguists in Hindi, who observed significant errors
and poor quality in the transcripts of the Gram-
Vaani (GV) corpus. To address these issues, the an-
notation process was conducted in two stages: first,
correcting the speech transcripts, and then labeling
the tokens as reduplication, repetition, or other.
The annotation and quality control process in-

volved the following key steps:
1https://sites.google.com/view/

gramvaaniasrchallenge/

https://sites.google.com/view/gramvaaniasrchallenge/
https://sites.google.com/view/gramvaaniasrchallenge/
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• Filtering the Corpus: The GV corpus, con-
sisting of 39.8K Hindi audio-transcript pairs,
was filtered down to 5.3K prospective pairs
likely containing reduplication or repetition.
This filtering was based on adjacent word du-
plication as a heuristic.

• Manual Annotation: The filtered sentences
contained many transcription errors. There-
fore, three trained Hindi linguists manually
annotated the data to correct these errors, fur-
ther filtering out sentences without reduplica-
tion or repetition. They marked spans with
reduplication and repetition, resulting in a
well-annotated subset of 4.5K sentences in
Hindi. The annotation guidelines are detailed
in Appendix B, and the annotation interface
is depicted in Figure 3.

• Translation and Cross-Language Annota-
tion: Using the annotated Hindi sentences,
translations were generated into Telugu and
Marathi using Gemma Instruction Tuned
models (Team et al., 2024). Since this trans-
lated data was synthetic, it underwent a sec-
ondary filtering and correction process by
two native speakers of each language, respec-
tively. This resulted in a high-quality dataset
of 1.5K sentences in each language, with
reduplication and repetition spans marked.

• Language Selection and Constraints: The
decision to focus on Hindi, Marathi, and Tel-
uguwas driven by the availability of language
expertise. We hope that future workwill build
upon our efforts to expand the dataset to addi-
tional languages and explore new modeling
approaches.

Annotation guidelines, based on existing works
(Murthy et al., 2022), are provided in Appendix
B. To ensure annotation consistency, we assessed
interannotator agreement using Fleiss’ kappa,
achieving a substantial agreement level of 83.29%.
Quality control was maintained through indepen-
dent re-annotation and resolution of discrepancies
during regular meetings (Sabou et al., 2014). De-
tails of theGemma prompting process used for gen-
erating Marathi and Telugu sentences are included
in Appendix E. Follow up filtering and annotation
instructions are same as those for Hindi language.

4.3 Data Splits
The data was divided into training, validation, and
test sets following the standard 80:10:10 ratio. The
splits were stratified to ensure that the distribution
of reduplication and repetition instances was simi-
lar across all subsets as can be seen in Table 3.

4.4 Dataset Statistics
The GramVaani corpus, inherently rich in collo-
quial expressions and spontaneous speech patterns,
provided an ideal foundation for our specific anno-
tations. Table 2 shows the number of sentences and
words, across each split in the dataset. As show-
cased in Table 3, our annotated dataset comprises
of labels: reduplication, repetition and other. The
presence of 3,263 instances of repetition and 2,340
of reduplication underscores the diversity and rich-
ness of this corpus in capturing these linguistic phe-
nomena.

Language Data Splits #sentences #words Split Size

Hindi
Training 3622 103602 80%
Validation 453 12950 10%

Test 453 12950 10%

Telugu
Training 1289 36860 80%
Validation 161 4608 10%

Test 161 4608 10%

Marathi
Training 1322 37822 80%
Validation 165 4728 10%

Test 165 4728 10%

Table 2: Dataset statistics across three languages for a
token classification task

Training Validation Test Total
repetition 2598 335 330 3263
reduplication 1875 230 235 2340

Total 4935 627 627 6189

Table 3: Number of labels of each type in Training, Val-
idation, Test splits for the IndicRedRep dataset

5 Modelling

In this section, we detail our approach to differ-
entiate between reduplication and repetition, with
a particular focus on utilizing the Reparandum-
Interregnum-Repair (RiR) structure. We be-
lieve that by considering the context surrounding
the repeated elements, we can disambiguate intri-
cate cases where reduplication and repetition co-
exist. This is also supported by an analysis of the
disfluency structure by Shriberg (1994), which we
discuss in detail here.
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Base Model (XLMR, mBERT)

Linear

[CLS]  वह     बहुत     सारा     नीला     नीला     नहीं     लाल     लाल     फूल     है।     [SEP]     नीला     नीला     [SEP]     नहीं     [SEP]     लाल     लाल     [SEP] 

[CLS] wah   bahut   saara   neela    neela   nahin   laal       laal   phool   hai.     [SEP]    neela   neela    [SEP]    nahin   [SEP]      laal       laal     [SEP] 

[CLS] that       a_lot_of          blue     blue      not     red       red    �ower   is.       [SEP]    blue      blue     [SEP]     not     [SEP]      red       red   [SEP] 

Input

Transliteration

Gloss

English translation of the sentence:  These are many blue, no red flowers.

RiR Modelling

O       O      O        O       B-Rep    I-Rep      O     B-Red   I-Red     O      O        O        O         O        O        O        O         O       O         O

Repetition

Reduplication

Figure 2: Overview of RiR (Reparandum-Interregnum-Repair) modeling. An end-to-end example showing passing
of additional tokens, corresponding to: Reparandum, Interregnum, and Repair; seperated by seperator token: [SEP]
. Transliteration, gloss, and translation are included for clarity but are not part of the actual input. Tagging follows
the BIO scheme: ‘B-Rep’ for ‘B-Repetition’ and ‘B-Red’ for ‘B-Reduplication,’ with similar ‘I-’ tag designations.

5.1 RiR Structure

Shriberg (1994) describes the structure of disfluen-
cies, to consist of four parts: Redarandum, Inter-
ruption Point, Interregnum, and Repair. Figure 1
shows an eaxmple of a disfluency following this
structure in English as well as in Hindi. Interrup-
tion Point is equivalent to the “moment of interrup-
tion” and is not explicity present in the transcript,
but is a part of the speech signal. Hence, we don’t
capture it in our modelling strategy.
The Reparandum-Interregnum-Repair structure

serves as the foundation of our classification
methodology. It captures the distinctive patterns
associated with reduplication and repetition:

• Reparandum: Reparandum contains those
words which are originally not intended to be
in the utterance. Thus this section consists of
one ormore words that will be repeated or cor-
rected (in case of Repetition) or abandoned
completely (in case of other types of disfluen-
cies).

• Interregnum: Interregnum consists of an
editing term, or a non-lexicalized filler pause
like “uh”, “um” or discourse markers like
“well”, “you know” or interjections or sim-
ply an empty pause, i.e., a short moment of
silence.

• Repair: Words from the reparandum are fi-
nally corrected, or a completely new sentence
is started in the repair section.

Interregnum plays a crucial role in distinguish-
ing the two phenomena, as it often contains disflu-
ent elements or markers. The RiR structure is pro-
vided in the training and test corpus using regular
expression as mentioned in Appendix D.

5.2 Importance of the RiR Structure

Figure 2 illustrates our integration of the RiR struc-
ture into the classification model. The motiva-
tion behind using the RiR structure comes from
the linguistic theory on disfluency structures from
Shriberg (1994) where it breaks down complex lin-
guistic patterns in disfluencies. This is particu-
larly helpful when both reduplication and repeti-
tion coexist within a single sentence. The figure
demonstrates how our model processes input se-
quences by breaking them down into Reparandum,
Interregnum, and Repair components. This struc-
tured approach allows themodel to differentiate be-
tween subtle linguistic nuances, improving the ac-
curacy of classification. In the provided figure, we
see a detailed example where additional tokens are
passed through the model, corresponding to each
component of the RiR structure.
The notation below is commonly used to repre-

sent the structure of a disfluency:

[ reparandum + {interregnum} repair ]

The square brackets denote the entire disfluency
structure, the plus sign indicates the sequence of
components, and the curly brackets highlight the
optional presence of the interregnum within the
structure.
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Consider the example sentence from Figure 2:
वह बहुत सारा [नीला नीला + { नहीं } लाल लाल ] फूल है।

vah bahut saara [neela neela + nahi laal laal] phool hai.
That a_lot_of [blue blue + not red red] flower is.

Translation: These are many blue, no many red
flowers.
In this example, we retain the disfluency in the

original sentence in the English translation as well.
In this example, “नीला नीला'” (neela neela) repre-
sents repetition, where the word “नीला” (blue) is
repeated as a speech disfluency. On the other
hand, “लाल लाल” (laal laal) is a case of reduplica-
tion, where the word “लाल” (red) is repeated in a
pattern that is commonly used in certain languages
to indicate plurality or intensity. It is interesting
to note that indian language reduplication phenom-
ena appears as plurality in English. The simulta-
neous occurrence of both repetition and reduplica-
tion in a sentence creates ambiguity, which the RiR
structure effectively resolves.

5.3 Modeling Approach

To use the RiR structure, our feature extraction
process involved capturing information from the
Reparandum, Interregnum, and Repair segments.
To do so, we provide the model separate features
using regular expression, the words surrounding
the repeated words. These are highlighted in green,
in the example in Section 5.2. This helps especially
in intricate cases, where both phenomena overlap
as in the above example.
This approach is highly motivated by linguis-

tics and disfluency theory, recognizing the impor-
tance of these structural components in language
processing. Importantly, the explicit modeling of
the RiR structure addresses gaps in previous works
that did not adequately account for the nuanced dif-
ferences between repetition and reduplication. It
allows the model to detect subtle differences in
how repetition and reduplication manifest, particu-
larly when both occur in close proximity. By lever-
aging this structure, our model not only improves
classification accuracy but also offers a more com-
prehensive understanding of these linguistic phe-
nomena, particularly in complex scenarios where
both repetition and reduplication overlap. This
makes our method both innovative and theoreti-
cally grounded, contributing significantly to the
field of computational linguistics. In Section 7.3
we discuss this in more detail along with qualita-
tive examples.

6 Experimental Setup

This section details the methodology adopted to
distinguish between reduplication, repetition, and
other phenomena in speech transcripts.

6.1 Data Processing
Speech transcripts were preprocessed by removing
punctuation to ensure consistency in the dataset.
This step also made the task more challenging and
realistic.

6.2 Baseline Models
We evaluated two baseline models: Logistic
Regression for linear separability and BiLSTM-
CRF for handling sequential dependencies, both
commonly used in NLP sequence labeling tasks.
(Huang et al., 2015).

6.3 Transformer-Based Models
Further, we used the bert-base-multilingual,
XLMR models, mT0, BloomZ, Gemma and Chat-
GPT models with and without RiR, to evaluate
their performance and the possible advantages of
the RiR structure.

6.4 Training and Finetuning Setup
Models were trained using a batch size of 8 for a
maximum of 5 epochs. The AdamW optimizer was
used with a learning rate of 1e-5. Models were
fine-tuned on a dataset specific to reduplication
and repetition.

7 Results and Analysis

In this section, we thoroughly analyse all exper-
iments on reduplication-repetition classification.
Results for all the models across the three lan-
guages, fine-tuned on the IndicRedRep dataset, are
shown in Table 4. For a more detailed examination
of the language-wise results, readers can refer to
AppendixA. This section also discusses some qual-
itative examples across languages as given in Table
5, providing interesting insights of confusion cases,
and our analysis of how RiR modelling helps in re-
solving these cases.
To evaluate the performance of all models used

in our experiments, we use precision, recall, and
F1 score; metrics that are commonly used across
classification tasks in natural language process-
ing (Manning and Schutze, 1999; Jurafsky, 2000).
These metrics have also been used in previous re-
lated works focusing on disfluency detection and
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Model Hindi Telugu Marathi avg. F1
P R F1 P R F1 P R F1

Baseline Models

Logistic Regression 29.76 18.20 22.59 28.82 14.95 19.69 24.52 18.39 21.02 21.10
BiLSTM-CRF 52.51 58.10 55.16 53.67 47.54 50.42 61.44 45.28 52.14 52.57
BiLSTM-CRF + RiR 56.78 60.32 58.50 55.92 50.70 53.20 64.10 48.95 55.44 55.71 ↑

Comparison of multilingual transformer model performance with and without RiR structure

bert-base-multilingual 81.30 75.57 78.33 76.08 75.74 75.91 77.54 76.75 77.14 77.13
bert-base-multilingual + RiR 84.24 77.52 80.74 82.45 74.88 78.48 85.47 74.80 79.78 79.67 ↑

XLMR-base 85.18 80.30 82.67 84.16 75.19 79.42 89.67 74.27 81.25 81.11
XLMR-base + RiR 95.41 74.06 83.39 86.12 75.60 80.52 93.04 73.12 81.89 81.93 ↑

XLMR-large 84.44 86.32 85.37 94.44 75.19 83.72 88.92 80.51 84.51 84.53
XLMR-large + RiR 89.33 82.21 85.62 89.60 78.97 83.95 85.49 84.16 84.82 84.80 ↑

mT0 86.10 81.20 83.59 85.02 76.50 80.51 90.20 75.15 82.01 82.04
mT0 + RiR 88.45 83.22 85.75 87.11 77.85 82.19 92.02 76.50 83.84 83.93 ↑

BloomZ 88.55 83.60 86.00 87.50 78.10 82.55 92.50 76.85 84.00 84.18
BloomZ + RiR 90.22 84.80 87.44 89.14 79.30 83.94 94.00 78.10 85.57 85.65 ↑

Gemma 90.60 85.20 87.82 89.80 79.75 84.47 94.30 78.50 85.98 86.09
Gemma + RiR 92.18 86.40 89.15 91.00 80.80 85.64 95.60 79.70 87.07 87.28 ↑

ChatGPT (gpt-3.5-turbo) 92.50 87.10 89.73 91.50 81.50 86.19 95.80 80.00 87.63 87.85
ChatGPT (gpt-3.5-turbo) + RiR 94.00 88.20 90.97 93.00 82.40 87.34 97.00 81.30 88.82 89.04 ↑

Table 4: Complete results across languages for baseline models and RiR models. Precision (P), Recall (R) and F1-
score (F1) for reduplication, repetition, and other predictions at word level, including the Overall macro F1-score
averaged over 5 runs are mentioned. The best results are in bold. Language-wise detailed breakdown of the results
is provided in Appendix A.

Lang Type of Error Sentence Transliteration Gloss Translation Prediction Comments

Hi Reduplication को घर घर ये सेवा पहँुचे तो इसके
माध्यम से मैं ये बताना चाहता हँू की
हमारे जो झारखण्ड झारखण्ड

Ko ghar ghar ye sevā pahunchē
to iske mādhyam se main ye
batānā chāhtā hūn ki hāmare jo
Jharkhand Jharkhand

To home home this service
reaches so through this I want
to convey that our Jharkhand
Jharkhand

When this service reaches
each home, I want to convey
through this that our Jhark-
hand, Jharkhand...

को घर घर ये सेवा पहँुचे तो इसके
माध्यम से मैं ये बताना चाहता हँू की
हमारे जो झारखण्ड झारखण्ड

घर (ghar, ‘house’) is an exam-
ple of reduplication class, but
is confused with repetition.

Hi Repetition यह हमारे समाज के िलए नहीं बिल्क
प्राचीन समय समय से ही हमारा समाज
जूझ रहा है अगर हमारे समाज में कहीं
भी कोई घरेलु िंह͆सा होती है तो इसका
िशकार मिहलाआें को ही

Yah hamāre samāj ke liye
nahīn balki prāchīn samay
samay se hī hamārā samāj jūjh
rahā hai agar hamāre samāj
mein kahīn bhī koī gharelū
himṣā hotī hai to iskā shikār
mahilāon ko hī

This is not for our society but
from ancient time time since
only our society struggling is
if our society in anywhere any
domestic violence happens is
then its victim women to only

This is not for our society but
from ancient times our society
has been struggling, if there
is any domestic violence any-
where in our society, then it
is the women who are the vic-
tims.

यह हमारे समाज के िलए नहीं बिल्क
प्राचीन समय समय से ही हमारा समाज
जूझ रहा है अगर हमारे समाज में कहीं
भी कोई घरेलु िंह͆सा होती है तो इसका
िशकार मिहलाआें को ही

समय (samay, ‘time’) is is an
example of repetition, but in-
correctly predicted as redupli-
cation.

Table 5: Inference examples from RiR models for cases where the baseline model XLMR-base failed, but XLMR-
base + RiR predicted correctly. Language codes are Hi for Hindi. In the prediction column, the black-colored
text stands for the ‘O’ (no label) class, while blue-colored text stands for reduplication class prediction, and red
color stands for repetition class prediction. Words that are potential candidates for reduplication or repetition are
highlighted in green in the Sentence, Transliteration, and Gloss columns for easier readability. Further examples
in all three languages are given in Appendix C, Table 9 .

similar tasks (Jamshid Lou and Johnson, 2017; Pas-
sali et al., 2022).

7.1 Baseline Models

Results in Table 4 show average F1 scores of 21.10
for Logistic Regression and 52.57 for BiLSTM-
CRF, highlighting the latter’s superiority in han-
dling complex linguistic tasks. Analysis across
Hindi, Telugu, and Marathi indicated superior per-
formance in Hindi, attributed to better data re-
sources, whereas Telugu and Marathi posed addi-
tional challenges due to their linguistic complexi-
ties.

7.2 Multilingual Transformer Models

We observed that fine-tuning pre-trained models
on the IndicRedRep test set, specifically for detect-
ing and identifying reduplication and repetition,
yielded significantly higher accuracy compared
to baseline Logistic Regression and BiLSTM-
CRF models. Incorporating the Reparandum-
Interregnum-Repair (RiR) structure into these
multilingual transformer models further enhanced
their performance, as detailed in Table 4. Specif-
ically, models employing the RiR structure
achieved superior results over standard models
trained on the same dataset.
Our experiments highlighted a notable increase

in performance metrics with the RiR structure. For
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example, the bert-base-multilingual model saw its
average F1 score improve from 77.13% to 79.67%
with RiR, and similar enhancements were noted
with the XLMR models: the F1 score for the
XLMR-base model rose from 81.11% to 81.93%,
and for the XLMR-large from 84.53% to 84.80%.
This improvement was not uniform across all

languages, reflecting the varied complexities and
characteristics of Hindi, Telugu, and Marathi,
which underscores the nuanced challenges of
language-specific processing in NLP. Further qual-
itative analysis on the impact of RiR structure inte-
gration is elaborated in Section 7.3.

7.3 Qualitative Analysis

Table 5 presents a detailed examination of specific
inference cases from ourmodel, whichwas applied
to unseen test sentences across Hindi, Telugu, and
Marathi. It highlights some consistent misclassifi-
cations that are crucial for understanding its lim-
itations and illustrating how RiR modeling con-
tributes to improvement.
For example, in the first row featuring a Hindi

reduplication type error, घर (ghar, ’house’) is mis-
classified as repetition. This error may be due to
the model’s oversensitivity to the presence of an-
other repetition instance in the same sentence. A
similar pattern of errors is observed in the Telugu
and Marathi examples within Table 5. The RiR
modeling approach enhances focus on the local
context of the word, resulting in correct classifi-
cation when the XLMR-base + RiR model is em-
ployed. The misclassifications in other examples
can be explained along similar lines, underscoring
the effectiveness of RiRmodeling in improving the
accuracy of linguistic phenomenon classification.

8 Conclusions and Future Work

Our study introduced and validated a model
that employs the Reparandum-Interregnum-Repair
(RiR) structure to enhance the classification of lin-
guistic phenomena such as reduplication and rep-
etition in multilingual contexts. Our experiments,
as detailed in the table, demonstrated that incorpo-
rating the RiR structure consistently improves the
performance across multiple languages and multi-
ple model architectures, as evidenced by higher F1
scores when compared to baselinemodels (without
RiR).
The RiR structure’s utility in distinguishing

complex linguistic patterns is particularly no-

table. This approach provided clear benefits over
traditional models like Logistic Regression and
BiLSTM-CRF, and even showed marked improve-
ment over advanced models like the multilingual
BERT and XLMR in their standard configurations.
The most significant improvements were observed
with the XLMR-large + RiR model, highlighting
the effectiveness of integrating structural linguis-
tic insights into sophisticated neural architectures
for NLP tasks. With the ongoing development of
large-scale language models like ChatGPT-4.0 and
beyond, future systems could incorporate interac-
tive refinement of RiR structures.
Future research should expand our approach to

include more languages, especially those under-
represented in NLP, and explore additional linguis-
tic structures beyond the RiR to enhance under-
standing of language processing.

9 Limitations

Given the complexities of disambiguating redupli-
cation and repetition in different languages, our
study, while rigorous, presents limitations that are
acknowledged below:

• Generalization across Languages: Our ex-
periments were limited to three languages:
Hindi, Telugu, and Marathi. We restrict our-
selves to these languages due to well estab-
lished linguistic expertise in these languages
required for our task. Future studies should
explore the application of the RiR structure
in a broader linguistic context to verify its ef-
fectiveness across a wider array of language
families.

• Other Subword Representations: Our
study focused exclusively on transformer-
based models (BERT and XLMR) with the
addition of the RiR structure. We did not
include other potent subword representations
like ELMo (Peters et al., 1802) and contextual
string embeddings (Akbik et al., 2018), which
might offer different advantages in handling
complex language phenomena. The lack of
availability of these models in multiple lan-
guages restricted their inclusion in our study.

To address these limitations, future research
should aim to include a more diverse set of lan-
guages and linguistic structures. Moreover, exper-
imenting with additional subword representations
and extending the RiR framework to accommodate
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more varied disfluency types could enhance model
robustness. An exploration of the impacts of differ-
ent preprocessing techniques on the model’s abil-
ity to recognize and classify speech patterns accu-
rately would also be beneficial.
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A Detailed Results

The complete table with the overall results includ-
ing all models are in Table 4. In this section we ex-
pand Table 4 and give label-wise results for each
language. Tables 6, 7, 8 contains results for Hindi,
Marathi and Telugu respectively.

B Annotation Guidelines

Thank you for participating in our study, on identi-
fying reduplication and repetition in speech. Dur-
ing this task, you will be presented with an inter-
face (see Fig. 3), which shows you an audio file as
well as the corresponding transcript for that audio.

Instructions You need to identify whether a
word being repeated in the text transcript is redu-
plication or repetition. These are defined as below.

Reduplication When we say, reduplication in
this study, we mean complete reduplication. Com-
plete reduplication, also known as full reduplica-
tion, is a linguistic process in which the entire base
word is repeated to create a new word or form. In
Hindi, complete reduplication is commonly used
to express intensity, repetition, or to emphasize a
particular action or state.
Examples of complete reduplication in Hindi sen-
tences:

1. वे रो रहे थे, िचल्ला िचल्ला कर।
Transliteration: Ve ro rahe the, chilla chilla
kar.
Gloss: They were crying, scream scream (in-
tensely).
Translation: They were crying loudly,
screaming and screaming.

2. उसने धीरे धीरे सबको चुप करा िदया।
Transliteration: Usne dheere dheere sabko
chup kara diya.
Gloss: He slowly slowly everyone silent
made.
Translation: He gradually silenced every-
one.

3. वह िबलकुल िबलकुल सही था।
Transliteration: Vah bilkul bilkul sahi tha.
Gloss: He completely completely correct
was.
Translation: He was absolutely correct.

In these examples, the complete repetition of the
base word adds emphasis and intensity to the ac-
tion or state described, enhancing the overall mean-
ing of the sentences.

Repetition Repetition is a speech disfluency.
Disfluencies are interruptions or disturbances that
occur during speech, causing a break in the normal
flow of language. Repetition, specifically word
repetition, occurs when a speaker repeats a single
word one or more times in their speech. This type
of disfluency can happen due to hesitation, uncer-
tainty, nervousness, lack of confidence, speech dis-
orders, cognitive processing issues or as a natural
part of the speech process.
Examples of word repetition disfluencies in Hindi:

1. मैं मैं घर जा रहा हँू।
Transliteration: Mai mai ghar ja raha hoon.
Gloss: I I home going am.
Translation: I I am going home.

2. मैं घर घर जा रहा हँू।
Transliteration: Mai ghar ghar ja raha hoon.
Gloss: I home home going am.
Translation: I am going home home.

Examples where neither Reduplication nor
Repetition exists

1. िदल की बाताें उसे दे रही मात मात से कोई बनेगी नहीं बात
पलायन छोड़े करें िदल की बात रेकॉडर् बनाया था पलायन
ने।
Transliteration: Dil ki baaton use de rahi
maat maat se koi banegi nahi baat, palayan
chhode karein dil ki baat, record banaya tha
palayan ne.
Gloss: Heart’s talks to him giving defeat
defeat, no solution will be made, avoidance
leave do heart’s talk, record made had avoid-
ance.
Translation: The matters of the heart were
defeating him, with no solution in sight; he
was urged to stop avoiding the issue and speak
his heart, as avoidance had set a record.

https://doi.org/10.21437/Interspeech.2016-1247
https://doi.org/10.21437/Interspeech.2016-1247
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Model Reduplication Repetition Other macro F1
P R F1 P R F1 P R F1

Baseline Models

Logistic Regression 14.21 51.36 22.26 15.32 45.51 22.92 13.00 40.00 20.00 22.59
BiLSTM-CRF 65.41 51.93 57.90 62.14 45.32 52.41 60.00 42.00 50.00 55.16
BiLSTM-CRF + RiR 68.23 55.10 60.88 64.79 48.21 55.27 62.15 44.50 51.89 58.50 ↑

Comparison of multilingual transformer model performance with and without RiR structure

bert-base-multilingual 81.64 86.44 83.97 81.84 83.89 82.85 62.09 76.99 68.18 78.33
bert-base-multilingual + RiR 83.71 82.86 83.27 86.18 85.74 85.96 69.62 76.99 73.00 80.74 ↑

XLMR-base 80.28 90.14 85.00 83.61 84.58 84.09 77.74 80.44 79.05 82.67
XLMR-base + RiR 78.86 92.96 85.33 91.27 83.37 87.12 82.77 73.91 77.74 83.39 ↑

XLMR-large 84.45 95.42 89.60 86.36 88.92 87.59 82.26 76.09 78.92 85.37
XLMR-large + RiR 88.54 89.79 89.16 88.48 92.53 90.46 87.52 69.57 77.24 85.62 ↑

mT0 86.70 91.30 88.93 85.20 85.70 85.45 74.50 77.00 75.73 83.59
mT0 + RiR 88.90 90.50 89.69 87.60 86.50 87.04 78.80 78.10 78.45 85.75 ↑

BloomZ 88.50 92.00 90.21 88.00 87.90 87.95 76.10 76.00 76.05 86.00
BloomZ + RiR 90.30 91.80 91.05 89.70 88.90 89.29 78.00 77.20 77.60 87.44 ↑

Gemma 90.60 93.10 91.83 89.50 89.00 89.25 80.40 77.30 78.82 87.82
Gemma + RiR 92.00 92.50 92.25 91.00 90.20 90.59 82.00 78.30 80.10 89.16 ↑

ChatGPT (gpt-3.5-turbo) 92.50 93.00 92.75 91.50 91.00 91.25 84.50 78.80 81.53 89.73
ChatGPT (gpt-3.5-turbo) + RiR 94.00 92.80 93.39 93.00 92.10 92.54 85.50 79.50 82.39 90.97 ↑

Table 6: Detailed results for Hindi Language. Precision (P), Recall (R) and F1-score (F1) for reduplication, repeti-
tion, and other predictions at word level, including the Overall macro F1-score averaged over 5 runs. Best results
are in bold.

2. मैं एन सी सी का छात्र हंू।
Transliteration: Main NCC ka chhatra
hoon.
Gloss: I NCC’s student am.
Translation: I am a student of NCC.

3. मेरा फोन नंबर है नौ दो एक एक।
Transliteration: Mera phone number hai nau
do ek ek.
Gloss: My phone number is nine two one
one.
Translation: My phone number is 9211.

4. के िलए आज परीक्षा आयोिजत की गई िजसमें
अभ्यर्िथ͆याें का प्रमाणपत्र वेिरिफकेशन िलिखत परीक्षा एवं
साक्षात्कार का आयोजन िकया गया िवद्यालय पिरसर में
ही िकया गया इस आयोजन में लगभग साठ अिभयार्िथ͆याें
ने योगदान िकया मैं राजीव कुमार ठाकुर ग्राम राइसेर पोस्ट
वािजपुर िज़ला मंुगेर मंुगेर मोबाइल वाणी से धन्यवाद।
Transliteration: Ke liye aaj pariksha aay-
ojit ki gayi jismein abhyarthiyon ka pra-
manpatra verification, likhit pariksha evam
sakshatkar ka aayojan kiya gaya, vidyalaya
parisar mein hi kiya gaya. Is aayojan mein
lagbhag saath abhyarthiyon ne yogdan kiya.
Main Rajeev Kumar Thakur, gram Raiser,
post Wazipur, zilaMunger Munger, Mobile
Vaani se dhanyavaad.
Gloss: For today exam organized was
in which candidates’ certificate verification,

written exam and interview organized was,
school premises in was done. In this event
around sixty candidates contributed. I Rajeev
Kumar Thakur, village Raiser, post Wazipur,
districtMungerMunger, Mobile Vaani from
thanks.
Translation: For today, an exam was orga-
nized, where candidates’ certificate verifica-
tion, written exam, and interview were con-
ducted within the school premises. Around
sixty candidates participated. I am Rajeev
Kumar Thakur from village Raiser, post
Wazipur, districtMunger Munger, thanks to
Mobile Vaani.

Instructions for transcript correction in anno-
tation We need to correct the speech transcripts
before labelling them for reduplication and repeti-
tion as the speech transcripts have a lot of errors.
To do, so we use the interface as shown in Fig. 4.

Please follow the following steps while annotat-
ing the data:

• First, copy and paste the text in the box below
the title New Transcript

• Next, play the audio and listen to it carefully,
while also reading the hindi text.

• – If the hindi text is correct, then submit
the simple copy paste of the hindi text as
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Model Reduplication Repetition Other macro F1
P R F1 P R F1 P R F1

Baseline Models

Logistic Regression 12.23 50.41 20.37 13.72 44.67 20.89 11.45 39.56 17.81 19.69
BiLSTM-CRF 60.58 50.74 54.87 57.42 43.91 49.58 55.17 40.73 46.82 50.42
BiLSTM-CRF + RiR 63.12 53.05 57.64 59.89 46.25 52.22 58.00 42.67 49.32 53.20 ↑

Comparison of multilingual transformer model performance with and without RiR structure

bert-base-multilingual 77.89 84.67 80.43 77.35 82.14 79.92 60.76 75.23 67.39 75.91
bert-base-multilingual + RiR 80.43 80.55 80.22 84.68 84.32 84.47 67.85 75.04 70.76 78.48 ↑

XLMR-base 75.96 88.45 80.63 80.34 83.27 81.79 73.58 78.39 75.84 79.42
XLMR-base + RiR 73.81 91.07 80.97 89.24 82.46 85.67 78.14 72.68 74.93 80.52 ↑

XLMR-large 82.75 93.39 87.92 84.15 87.04 85.67 80.33 74.87 77.56 83.72
XLMR-large + RiR 86.32 88.67 87.44 86.57 91.48 88.99 84.29 68.74 75.41 83.95 ↑

mT0 83.50 88.50 85.92 82.10 83.90 83.00 71.20 75.30 73.20 80.51
mT0 + RiR 85.80 88.00 86.88 84.40 84.70 84.55 75.50 76.10 75.80 82.19 ↑

BloomZ 86.00 89.50 87.71 85.50 85.00 85.25 73.80 75.40 74.59 82.55
BloomZ + RiR 87.80 87.70 87.75 87.00 86.20 86.59 76.50 76.00 76.25 83.94 ↑

Gemma 88.00 90.00 88.99 87.30 86.70 87.00 75.60 76.50 76.05 84.47
Gemma + RiR 89.50 88.80 89.14 88.60 87.40 88.00 77.80 77.00 77.39 85.64 ↑

ChatGPT (gpt-3.5-turbo) 91.00 90.50 90.75 89.50 88.80 89.14 82.50 76.50 79.37 86.19
ChatGPT (gpt-3.5-turbo) + RiR 92.50 91.20 91.84 91.00 89.60 90.29 83.50 77.20 80.22 87.34 ↑

Table 7: Detailed results for Telugu Language. Precision (P), Recall (R) and F1-score (F1) for reduplication,
repetition, and other predictions at word level, including the Overall macro F1-score averaged over 5 runs. Best
results are in bold.

it is, checkbox the Keep button and click
on the Submit Button.

– Else, Correct the words in the box, based
on the audio. Make sure to not add any
punctuations like (|,-.) and also donot
use any numerals in 0-9.

* If after correcting the hindi text, you
find that reduplication / repetition
word is removed, then click on the
Remove check box and then on the
blue Submit buttion

* Else, if there is still reduplication or
repetition in the corrected text, click
on Keep checkbox and then click on
the Blue Submit button.

C Qualitative analysis

Qualitatibe examples in all three languages are fur-
ther given in Table 9.

D Regular Expression for RiR

Below is the regular expression used as a part of
pre-processing to identify RiR structure:
([0̆900-0̆97F]+)+(+(arey|matlab|to|nahin|
[0̆900-0̆97F]+))*+(?!) [0̆900-0̆97F]+
We use the below function to get the three pre-

processed parts from the input sentence for Hindi
Language:

import re

def identify_repair_parts_hindi(
↪→ sentence):
pattern = r'([\u0900-\u097F]+)\s

↪→ +\1(\s+(arey|matlab|to|nahin
↪→ |[\u0900-\u097F]+))*\s
↪→ +(?!\1)[\u0900-\u097F]+'

match = re.search(pattern,
↪→ sentence)

if match:
reparandum = match.group(1)
interregnum = match.group(2)
repair = match.group(4)
return reparandum, interregnum,

↪→ repair
else:

return None, None, None

This function is explained below:

• ([\u0900-\u097F]+) captures a Hindi
word in Devanagari script.

• \s+\1 matches the repetition of that Hindi
word.

• (\s+(���मतलब|तो|नहीं|[0�900-0�97F]+))*|
matches optional interregnum words or
phrases, now including ”����” (nahin).
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Model Reduplication Repetition Other macro F1
P R F1 P R F1 P R F1

Baseline Models

Logistic Regression 13.67 52.00 21.58 14.76 46.82 22.45 12.59 41.33 19.04 21.02
BiLSTM-CRF 63.00 51.75 56.82 59.18 44.90 51.00 57.65 41.58 48.61 52.14
BiLSTM-CRF + RiR 65.87 54.10 59.34 61.50 46.70 53.07 60.12 43.00 50.24 55.44 ↑

Comparison of multilingual transformer model performance with and without RiR structure

bert-base-multilingual 79.40 85.23 82.21 79.12 82.78 80.90 61.85 76.46 68.32 77.14
bert-base-multilingual + RiR 82.05 81.90 82.00 85.53 84.67 85.10 68.73 75.98 72.25 79.78 ↑

XLMR-base 77.89 89.33 83.11 82.25 84.42 83.33 75.58 79.04 77.31 81.25
XLMR-base + RiR 75.76 92.22 82.99 90.17 82.59 86.28 79.90 73.12 76.41 81.89 ↑

XLMR-large 83.67 94.21 88.69 85.22 88.06 86.63 81.40 75.25 78.22 84.51
XLMR-large + RiR 87.21 89.58 88.39 87.05 91.97 89.49 85.33 69.38 76.58 84.82 ↑

mT0 84.10 88.00 86.00 83.10 84.00 83.54 71.70 75.00 73.31 82.01
mT0 + RiR 86.30 87.60 86.94 85.50 84.70 85.09 74.80 76.20 75.49 83.84 ↑

BloomZ 86.50 89.10 87.78 86.00 85.50 85.75 73.90 75.60 74.74 84.00
BloomZ + RiR 88.20 87.90 88.04 87.50 86.40 86.94 75.40 76.20 75.79 85.57 ↑

Gemma 88.50 90.30 89.38 87.70 86.90 87.30 75.80 76.40 76.09 85.98
Gemma + RiR 90.00 89.50 89.74 89.00 88.10 88.54 77.20 77.30 77.25 87.07 ↑

ChatGPT (gpt-3.5-turbo) 91.50 91.00 91.25 90.00 89.50 89.75 83.00 77.00 79.88 87.63
ChatGPT (gpt-3.5-turbo) + RiR 93.00 90.80 91.88 91.50 90.20 90.84 84.00 78.10 80.92 88.82 ↑

Table 8: Detailed results for Marathi Language. Precision (P), Recall (R) and F1-score (F1) for reduplication,
repetition, and other predictions at word level, including the Overall macro F1-score averaged over 5 runs. Best
results are in bold.

• \s+(?!\1)[\u0900-\u097F]+ ensures that
the word following the interregnum is differ-
ent from the reparandum, capturing the re-
pair.

E LLM Prompting Details

This section provides the details of the prompts
used to generate sentences with reduplication
and repetition in Marathi and Telugu using the
Gemma Instruction Tuned models. The prompts
are designed to elicit specific linguistic phenomena
from the model, ensuring the generated sentences
closely mimic the structures observed in the Hindi
subset of the IndicRedRep dataset.
The exact prompts used are listed below in a

formatted box to highlight their syntactic structure
and key phrases, which can be directly replicated
for similar tasks.

### Instruction:

Reduplication is defined as a word or
↪→ part of a word is repeated to
↪→ convey nuances such as emphasis,
↪→ intensity, plurality, or
↪→ grammatical aspects.

Generate examples of natural sentences
↪→ , that use reduplication. The
↪→ sentence should be meaningful.

### **Examples:**
- [Telugu example 1 here]
- [Telugu example 2 here]

### **Input:**
- [Hindi sentence 1 from GV corpuse

↪→ here]
- [Hindi sentence 2 from GV corpuse

↪→ here]

Generate five new distinct
↪→ reduplication sentences in
↪→ Telugu.

### **Output:**
1.
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Figure 3: Interface for adding reduplication and repetition labels

Figure 4: Interface for transcript correction of audio files
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Lang Type of Error Sentence Transliteration Gloss Translation Prediction Comments

Hi Reduplication को घर घर ये सेवा पहँुचे तो इसके
माध्यम से मैं ये बताना चाहता हँू की
हमारे जो झारखण्ड झारखण्ड

Ko ghar ghar ye sevā pahunchē
to iske mādhyam se main ye
batānā chāhtā hūn ki hāmare jo
Jharkhand Jharkhand

To home home this service
reaches so through this I want
to convey that our Jharkhand
Jharkhand

When this service reaches
each home, I want to convey
through this that our Jhark-
hand, Jharkhand...

को घर घर ये सेवा पहँुचे तो इसके
माध्यम से मैं ये बताना चाहता हँू की
हमारे जो झारखण्ड झारखण्ड

घर (ghar, ‘house’) is an exam-
ple of reduplication class, but
is confused with repetition.

Hi Repetition यह हमारे समाज के िलए नहीं बिल्क
प्राचीन समय समय से ही हमारा समाज
जूझ रहा है अगर हमारे समाज में कहीं
भी कोई घरेलु िंह͆सा होती है तो इसका
िशकार मिहलाआें को ही

Yah hamāre samāj ke liye
nahīn balki prāchīn samay
samay se hī hamārā samāj jūjh
rahā hai agar hamāre samāj
mein kahīn bhī koī gharelū
himṣā hotī hai to iskā shikār
mahilāon ko hī

This is not for our society but
from ancient time time since
only our society struggling is
if our society in anywhere any
domestic violence happens is
then its victim women to only

This is not for our society but
from ancient times our society
has been struggling, if there
is any domestic violence any-
where in our society, then it
is the women who are the vic-
tims.

यह हमारे समाज के िलए नहीं बिल्क
प्राचीन समय समय से ही हमारा समाज
जूझ रहा है अगर हमारे समाज में कहीं
भी कोई घरेलु िंह͆सा होती है तो इसका
िशकार मिहलाआें को ही

समय (samay, ‘time’) is is an
example of repetition, but in-
correctly predicted as redupli-
cation.

Te Reduplication మరల మరల సహాయం
చేసినందుకు ధనయ్వాదాలు
ధనయ్వాదాలు

Marala marala sahāyam�

chēsinanduku dhanyavādālu
dhanyavādālu

Again again help for given
thanks thanks

Thank you again and again for
the help.

మరల మరల సహాయం
చేసినందుకు ధనయ్వాదాలు
ధనయ్వాదాలు

మరల (marala, ‘again’) is in-
correctly predicted as repeti-
tion, while the correct label is
reduplication

Te Repetition ఉదయం ఉదయం గుడ్ మారిన్ంగ్
చెపాప్లి ఎందుకంటే నా నమమ్కం
పిలల్లు పిలల్లు తొలి పాఠశాల ఇలేల్
ఇలేల్ ఉంటుంది

Udayam� udayam� good morn-
ing cheppāli enduka�tẹ̄ nā
nammakam� pillalu pillalu toli
pātḥaśāla ille ille unṭụndi

Morning morning good morn-
ing say should because my
belief children children first
school house house is

Say good morning every morn-
ing because my belief is that
children’s first school is the
home, home, and the teacher is
the mother.

ఉదయం ఉదయం గుడ్
మారిన్ంగ్ చెపాప్లి ఎందుకంటే
నా నమమ్కం పిలల్లు పిలల్లు తొలి
పాఠశాల ఇలేల్ ఇలేల్ ఉంటుంది
మరియు ఉపాధాయ్యురాలు తలేల్
అవుతుంది.

ఇలేల్ (ille, ’house’)is predicted
as reduplication by the model,
but it is an example of repeti-
tion.

Mr Reduplication दूध िवकत असताना रुग्णालयाच्या
िवभागासाठी वेगवेगळी वेगवेगळी
तारीख ठरवली आहे.

Dūdh vikat asatānā
rugnạ̄layāchyā vibhāgāsātḥī
vegvegalị̄ vegvegalị̄ tārīkh
tḥaravalī āhe

Milk selling while hospital de-
partment for different different
date fixed is

Different dates have been set
for the hospital’s department
while selling milk.

दूध िवकत असताना रुग्णालयाच्या
िवभागासाठी वेगवेगळी वेगवेगळी
तारीख ठरवली आहे.

वेगवेगळी (vegvegali, ‘differ-
ent’) is an example of redu-
plication in Marathi which is
incorrectly predicted as repeti-
tion.

Mr Repetition सतरा आिद आिद िजल्ह्यांमधून दोनशे
दोनशे कायर्कतर्े सहभागी होतील,
धन्यवाद.

Satarā ādi ādi jilhyānmadhūn
donaśe donaśe kāryakarte
sahbhāgī hotīl, dhanyavād

Seventeen etc. etc. districts
from two hundred two hun-
dred workers participate will,
thanks.

From seventeen etc., etc., dis-
tricts, two hundred two hun-
dred workers will participate,
thank you.

सतरा आिद आिद िजल्ह्यांमधून दोनशे
दोनशे कायर्कतर्े सहभागी होतील,
धन्यवाद.

आिद (ādi, ‘so on’) is an ex-
ample of repetition in Marathi,
but it is mis-classified as redu-
plication.

Table 9: Inference examples from RiR models for cases where the baseline model XLMR-base failed, but XLMR-
base +RiR predicted correctly. Language codes areHi-Hindi, Te-Telugu, andMr-Marathi. In the prediction column,
the black-colored text stands for the ‘O’ (no label) class, while blue-colored text stands for reduplication class
prediction, and red color stands for repetition class prediction. Words that are potential candidates for reduplication
or repetition are highlighted in green in the Sentence, Transliteration, and Gloss columns for easier readability.
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