
Proceedings of the 31st International Conference on Computational Linguistics, pages 2261–2276
January 19–24, 2025. ©2025 Association for Computational Linguistics

2261

Generating Commonsense Reasoning Questions with Controllable
Complexity through Multi-step Structural Composition

Jianxing Yu*, Shiqi Wang∗, Hanjiang Lai, Wenqing Chen, Yanghui Rao, Qinliang Su, Jian Yin†

School of Artificial Intelligence, Sun Yat-sen University, Zhuhai, 519082, China
School of Computer Science and Engineering, Sun Yat-sen University

Key Laboratory of Sustainable Tourism Smart Assessment Technology, Ministry of Culture and Tourism
Pazhou Lab, Guangzhou, 510330, China

{yujx26, wangshq25, laihanj3, chenwq95, raoyangh, suqliang, issjyin}@mail.sysu.edu.cn

Abstract

This paper studies the task of generating com-
monsense reasoning questions (QG) with de-
sired difficulty levels. Compared to traditional
shallow questions that can be solved by sim-
ple term matching, ours are more challenging.
Our answering process requires reasoning over
multiple contextual and commonsense clues.
That involves advanced comprehension skills,
such as abstract semantics learning and miss-
ing knowledge inference. Existing work mostly
learns to map the given text into questions, lack-
ing a mechanism to control results with the
desired complexity. To address this problem,
we propose a novel controllable framework.
We first derive contextual and commonsense
clues involved in reasoning questions from the
text. These clues are used to create simple
sub-questions. We then aggregate multiple sub-
questions to compose complex ones under the
guidance of prior reasoning structures. By iter-
ating this process, we can compose a complex
QG task based on a series of smaller and sim-
pler QG subtasks. Each subtask serves as a
building block for a larger one. Each composi-
tion corresponds to an increase in the reasoning
step. Moreover, we design a voting verifier to
ensure results’ validity from multiple views,
including answer consistency, reasoning diffi-
culty, and context correlation. Finally, we can
learn the optimal QG model to yield thought-
provoking results. Evaluations on two typical
datasets validate our method.

1 Introduction

Asking questions is an important hallmark of hu-
man intelligence (Al Faraby et al., 2023). It inspires
humans to explore the unknown and new knowl-
edge. Teaching machines to yield high-quality
questions has become a hot research topic and can
support a wide range of applications. For exam-
ple, we can yield questions tailored to the textbook

* These authors have contributed equally to this work.
† Corresponding author.

materials just learned as quizzes to assist online ed-
ucation. Existing work mainly focuses on shallow
questions which can be solved by direct matching
of context (Liu et al., 2023). This simple question
is insufficient to meet needs of applications (Yu
et al., 2023a). For instance, quizzes with shallow
questions make it hard to assess students’ ability to
solve complex problems. Thus, it is of great value
to produce questions with controllable complexity.
Traditional work judges the complexity only based
on whether the question is answerable (Gao et al.,
2019). This is too rough to discriminate the levels
and degrees of complexity. We observe that a diffi-
cult question often requires understanding multiple
entities and relations in a wide range of contexts,
including the text and commonsense knowledge.
Here commonsense refers to well-known knowl-
edge shared by most people, like factual and gen-
eral knowledge. It can provide clues beyond the
text, which are indispensable for deriving the an-
swer (Liu et al., 2022). Figure 1 shows a level-6
hard question that requires in-depth comprehension
and reasoning. It asks about a place related to a
bridge. The answer cannot be found directly by
matching. Instead, we need to understand the con-
text (i.e., the Golden Gate Bridge is in the opening
scene), and some well-known commonsense facts,
such as the Golden Gate Bridge is in San Francisco
city, San Francisco is in California, and Nevada is
near California. Only by considering all these clues
can we produce complex questions. That involves a
variety of skills such as context learning, multi-hop
reasoning, and hidden commonsense inference.

It is not trivial to create a complex commonsense-
aware question with controllable reasoning com-
plexity (Xu et al., 2024). Existing manual method
like crowdsourcing is costly (Trivedi et al., 2022).
The rule-based method is based on hand-crafted
templates, which have poor scalability (Dhole and
Manning, 2020). The neural model is data-driven
and has better flexibility. It can transform or trans-
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Golden Gate Bridge

San Francisco

California

Nevada

Las Vegas

Commonsense

Yesterday, my friend and I went to see a movie at the
theater. After buying tickets, we got some popcorn
and soda. When the movie started, the opening scene
showed the Golden Gate Bridge. The main character
was driving a sports car recklessly down the winding
roads. After the movie ended, we discussed the
famous actor who starred in it. I mentioned that he
has been acting for decades and his works remain
popular with audiences. Although the plot was simple,
the action scenes were quite thrilling and exciting.

Passage

Question: What is the name of the major tourist city in the state
neighboring the state where the bridge in the opening scene is located?

Options with an Answer (Mark with an asterisk): Difficulty level = 6 steps

[A*]. Las Vegas [B]. Los Angeles [C]. Seattle [D]. Portland

AtLocation

AtLocation

NextTo

Partof

Reference Reference

Figure 1: Sample of commonsense reasoning question,
where the underlined clue words and arrowed relations
can form a multi-hop reasoning chain to the answer.

late the input text into a question, but it cannot guar-
antee the validity of a deep question. Some plausi-
ble complex results may be answered by shortcut
matching. Other work resorts to the inferential
chain (Ji et al., 2023) to produce the multi-hop
questions. However, our commonsense QG task in-
volves a boarder context and external knowledge. It
needs to retrieve crucial commonsense clues from
the given text to fill semantic gaps, but these clues
are unprovided. (Lal et al., 2022). Moreover, the
results’ difficulty level is uncontrollable. Some
efforts control complexity by introducing latent
variables (Gao et al., 2019) which are obscure and
lack interpretability. Others try multi-step rewrit-
ing (Cheng et al., 2021), but they explore limited
question types and cannot cover complex reason-
ing types in our deep questions. In addition, they
mostly suffer from inconsistency (Yu et al., 2023b).
That is, the generated question is inconsistent with
the context or answer. This complicated QG task
is challenging but less studied. We thus explore it
to fulfill this research gap.

To address these problems, we propose a highly
controllable generation framework to produce com-
monsense reasoning questions from easy to hard.
In detail, we first extract entities and relations from
the given text and view them as potential reasoning
clues. To supplement the missing but indispensable
commonsense, we resort to the large language mod-
els (LLMs), which are reported to contain a wide
range of knowledge. We retrieve related common-
sense entities from LLMs based on the extracted
entities and typical relations, from which we can
acquire a collection of triples. For each triple, we
generate an initial simple sub-question by using
one entity and relation as the asking points, and the
other entity as the answer. To enhance fluency, we

introduce soft templates to regularize the genera-
tor. Since each sub-question corresponds to a sin-
gle reasoning step, multiple sub-questions can be
combined into a complex question with multi-hop
reasoning. For example, given two one-hop sub-
questions ‘Where is the Statue of Liberty located
in?’ and ‘Which country is bounded on the United
States?’ we can merge them based on a certain
reasoning structure to create a two-hop question
‘Which country is bounded on the country where
the Statue of Liberty located in?’ Similarly, this
question can be used as a building unit to compose
more complex results. To achieve this composi-
tion under control, we design a prompted chain-of-
thought QG model. It starts with a set of simple
sub-questions and gradually evolves into a com-
plex question. The answer to each sub-question
serves as the reasoning clue of the complex one.
Each composition increases one order of difficulty.
In this way, we can explicitly model the reason-
ing process to augment the model’s controllability.
This divide-and-conquer composition strategy not
only improves the logical fluency of results but also
provides interpretability for the generation. To pro-
mote results’ diversity, we exploit a pool of exem-
plars. By sampling, we can form various prompts
to derive multiple reasonable questions. Their qual-
ity is examined by a voting verifier, which simul-
taneously considers the requirements of answer
consistency, reasoning difficulty, and context cor-
relation. This verifier can be learned jointly with
the generator by iterative optimization. Finally, we
output high-quality reasonable results at a given
difficulty level. Extensive experimental results on
two typical datasets show the effectiveness of our
framework.

The main contributions of this paper include,

• We reveal the compelling needs of complex
question with commonsense reasoning ability
and point out the challenges of its controllabil-
ity on generation, which is new for this task.

• We propose a new controllable model, which
divides a complex QG problem into multiple
smaller tasks of sub-questions composition.
Under the guidance of prior reasoning struc-
tures, the results require commonsense rea-
soning and have desired difficulties.

• We conduct a series of experiments to verify
the effectiveness of our method in yielding
reasonable results under control.
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Input Text
…We then passed through a big fountain 
next to a huge Statue of Liberty…

Answer
The White House

Commonsense Clues Elicitation Module

Fountain, Statue of Liberty…

Entities

Asking Points Extraction

ConceptNet

LLMPrompts +

<Fountain, isNextTo, Statue of Liberty>

<The White House, AtLocation, Washington D.C.>

Commonsense-included Triples
Question Templates

Where is [NP] ?
What is [NP] ?

Is [NP] [NP] or [NP] ?

Sub-question Formulation Module

Sub-question Pool

Voting Verifier Module

Iterative Optimization

k

control factor

Sampling

Relation Type 1

Relation Type n

Deep Question Composition Module

Prompt Pool

Prior Reasoning Structures

…… ……

……

…… …… ……

……………………

Figure 2: Overview of our approach for generating complex questions with commonsense reasoning ability.

2 Approach

Our QG task aims to yield the optimal question ỹ
with a certain complexity based on a given passage
x and a control factor d indicating the complexity
level, as Equation 1. Since many questions can be
asked about x, we provide an answer a as input
to indicate the asking direction. ỹ needs to sat-
isfy several linguistic requirements, such as fluency
and valid syntax. Also, it should be solvable by
a. The answering process requires reasoning over
a wider range of knowledge, including contextual
entities and relations in x, and external common-
sense knowledge. The size of reasoning steps can
control the complexity. If the step is 1, it is a shal-
low question; otherwise, it is a d-order complex
one. As shown in Figure 2, our framework first
retrieves contextual and commonsense entities and
relations as potential asking clues. Each clue can be
formalized as a sub-question. We then iteratively
merge multiple sub-questions into a more complex
question. We further explore a verifier to reversely
check its rationality from an answering perspective.
Next, we elaborate on each component.

ỹ = argmaxy p(y|x, a, d). (1)

2.1 Ask-related Clues Retrieval
Given a text, a question is often asked about certain
contextual entities and relations, as well as some
commonsense facts. These clues are logically cor-
related with each other which can form a reasoning
path to the answer. They can be viewed as primi-
tive elements to create questions. Existing methods
mostly ignore this path (Chen et al., 2023), making
it difficult to produce to-the-point and reasonable
questions. In contrast, we retrieve clues tailored to
the question to build a reasoning chain and use it to

guide the generation. We acquire the clues as a set
of triples S = ST ∪ SC , with the form of (h, r, t),
where r is the relation, h and t represent the head
and tail entity, respectively, ST denotes the clues
from the text context, SC is the commonsense ones.

Prompt Samples

#1 rel(UsedFor) : [Subject] can be used for [Object].
#2 rel(AtLocation) : [Subject] is located in [Object].
...
#n-1 rel(MadeOf ) : [Subject] is made of [Object].
#n rel(Causes) : [Subject] will lead to [Object].

Table 1: Prompt exemplar to elicit commonsense facts.

In detail, we first extract entities and relations in
the text by a dependency parser (Dozat and Man-
ning, 2017). Each pair of entities and their rela-
tion can be formed as a triple t ∈ ST . We then
gain text-related commonsense knowledge. One
simple way is to retrieve it from an external knowl-
edge graph (KG), but its coverage is limited. We
would suffer from the problems like entity align-
ment, relation resolution, etc. We thus propose
to elicit commonsense facts by prompting large
language models (LLMs). Benefiting from pre-
training on massive data, LLMs have a broader cov-
erage of commonsense facts than KG. As shown
in Table 1, we carefully design a set of prompts.
Each of them takes an entity and a relation type
as input, and inquires LLMs to retrieve the top re-
sult as a commonsense entity. This entity is often
a single word or short phrase instead of a long
free text. We use some classical commonsense re-
lations to design the prompts, such as (Subject,
Relation, Object), where Subject and Object
are the placeholders. Given a text, we first use
a parser to extract its entities. We then replace
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one of the placeholders with the extracted entity
to inquire LLMs, which can derive another entity
to form a triple. We acquire 12 groups of clas-
sical commonsense relations by referring to the
knowledge graph of ConceptNet 5 (Speer et al.,
2017), including (1) {RelatedTo, Synonym, Sym-
bolOf, SimilarTo, ExternalURL}, (2) {FormOf, De-
rivedFrom, EtymologicallyRelatedTo, Etymologi-
callyDerivedFrom}, (3) {UsedFor, CapableOf },
(4) {PartOf, HasA, HasContext}, (5) {AtLoca-
tion, LocatedNear}, (6) {Causes, HasSubevent,
HasFirstSubevent, HasLastSubevent, HasPrerequi-
site, MotivatedByGoal, ObstructedBy, CausesDe-
sire}, (7) {HasProperty}, (8) {Desires}, (9) {Cre-
atedBy, MadeOf }, (10) {Antonym, DistinctFrom},
(11) {IsA, DefinedAs, MannerOf }, and (12) {Re-
ceivesAction}. Some uninformative relations are
not commonly used in typical commonsense rea-
soning. We thus filter out them, e.g., ExternalURL,
FormOf, and MannerOf. For this simple one-order
fact retrieval task, LLMs have high accuracy. We
have tried the hybrid methods such as KG+LLMs
and found they are too heavy and unsuitable for
our task. The outputted entities can be used to
prompt higher-order commonsense entities. By
repeatedly k rounds, we can gather k-order com-
monsense triples SC .

Please follow the example to composite the two provided sub-questions
into one deep question. Here is the example:

Sub-question#1:Who is the current CEO of Apple?

Answer#1: Tim Cook

Sub-question#2:Who was the CEO of Apple before Tim Cook?

Answer#2: Steve Jobs

Let’s composite them step by step:

Step#1: Identify the entity “the current CEO” in Sub-question#1.

Step#2: Substitute the “Tim Cook” from Sub-question#2 into the entity
“the current CEO” identified in Step#1.

Step#3: Compose Sub-question#1 and Sub-question#2 into the deep
question “Who was the CEO of Apple before the current CEO?” Answer:
Steve Jobs.

Here is the provided two sub-questions:

Sub-question#1: [Input Question#1]

Sub-question#2: [Input Question#2]

Please output the composition result: [Output]

Figure 3: The chain-of-thought prompts for compositing
two sub-questions.

2.2 Basic Sub-questions Formulation

A complex question can be usually broken down
into a series of simpler sub-questions (Deng et al.,
2022). Each corresponds to one reasoning step,
thus forming a reasoning chain to the answer. Re-
versely, these sub-questions should be able to be
composed back into a complex one. Inspired by

this observation, we create a series of sub-questions
as the basic building blocks for composition.

q = BARTDecoder
δ (g1, . . . ,g|z|). (2)

Concretely, we can generate the one-hop sub-
question for each retrieved triple by using one en-
tity as the answer, and the rest as the asking ob-
jects. To obtain results with better fluency and
grammar, we introduce question templates to guide
the generation. Following previous work (Cao and
Wang, 2021), we can extract question templates
from a large amount of unlabeled data. For each
question, we iteratively replace words with their
synonyms until 80% of words are substituted. That
can retain the core semantics while generalizing
the surface form. We then substitute phrasal units
with POS tags, such as [NP] for noun phrases,
[V] for verbs, etc. The words are abstracted into
coarse syntactic templates, as Table 2. That allows
the templates to be domain-independent and more
generalized. To promote results’ diversity, we ex-
ploited a pool of template exemplars for each ques-
tion type. By sampling on the pool, we can collect
different exemplars in each generation, which can
help to derive multiple reasonable sub-questions.
Afterward, we retrieve one template related to the
triple based on the matching relation type. For ex-
ample, for the triple (New York, AtLocation, the
United States), we use type matching to find appro-
priate templates “Which city is located in [NP]?”
and “Where is [NP]?” to generate “Which city
is located in the United States?” and “Where is
New York?” etc. Based on the retrieved template,
we yield a sub-question for each triple. Since it
is a simple factoid QG, we use BART model in-
stead of other LLMs-based methods. The reason
is that the BART model has been fine-tuned, it is
better at this task than the generic LLMs. To reduce
computational costs, we leverage the prefix-tuning
technique (Li and Liang, 2021). In detail, we first
aggregate the prefix pr, the raw text of triple t and
template ut as z = [pr; t;ut] and feed it into the
encoder. The hidden state g = [Xpr,Xtt] of the en-
coder consists of two parts. Xpr is the encoding of
pr. Its i-th element is calculated as gi = Wα[i, :],
where Wα is a learnable matrix. Xtt records the
encoding of the rest of z. The j-th token is encoded
as g|pr|+j = BARTEncoder

δ (z|pr|+j ,g<|pr|+j). The
decoding can be calculated as Equation 2. During
training, the model parameter δ is frozen and we
learn only a few prefix parameters α. Finally, we
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Question Type Templates Samples

Disjunctive “Is [NP] [NP] or [NP]?”, “Who is [NP] or [NP]?”, “Which is [NP] or [NP]?”, “What is [NP] [NP]?”, etc

Concept “What is [NP]?”, “Who is [NP]?”, “Where is [NP]?”, “Where does [NP] come from?”, “What is [NP] made of?”, etc

Extent “How [OTHER] is [NP]”, “How many [NP]?”, “How [V] is [NP]?”, “How much does/do [NP]?”, etc

Example “What does [NP] have?”, “What is a good [NP]?”, “Where can [NP] [V] [NP]?”, “Does [NP] [V] [NP]?”, etc

Consequence “What is the result of the [NP]?”, “How does [NP] affect [NP]?”, “What are [NP] effects [NP]?”, etc

Table 2: Template examples for different question types.

can produce a pool of sub-questions Q = {qj}|S|j=1

for all triples.

2.3 Compositional Deep Question Generation

Next, we leverage these simpler sub-questions to
gradually reassemble complex questions in a build-
ing block manner. These complex questions re-
quire deep reasoning based on context and im-
plicit commonsense knowledge. The number of
reasoning steps control the question’s complexity.
Through multi-step composition, we can increase
the questions’ difficulty level progressively. There
are two main stages, one is to select suitable sub-
questions, and the other is to merge them into a
larger one. Such a result can be used to compose
higher-order questions iteratively. That can im-
prove interpretability and allow us to effectively
control the intermediate inference process, thereby
obtaining better results.
(1) Discovery of Composable Sub-question Pairs.
The pairs should follow a certain kind of logical cor-
relation to make results reasonable and answerable.
To facilitate manipulation, we exploit an enumerate-
then-verify strategy by sampling potential pairs
from the sub-question pool. We only accept the pair
(qi, ai) and (qj , aj) and view them as correlated if
ai is an entity mentioned in qj . Considering some
semantically identical entities may have various ex-
pressive forms, we use toolkit Spacy (Honnibal and
Montani, 2017) to align them. Further, we stipulate
that aj should not be in qi to avoid reasoning loops.
(2) Formation of Higher-order Questions. Com-
plex commonsense questions often contain reason-
ing structures, which are crucial for the asking di-
rection. We thus design several typical structures
as prior knowledge to guide the generation, cover-
ing nearly all reasoning types with 2 ∼ 4 hops in
mainstream applications and datasets. Each struc-
ture is a directed acyclic graph, where the node
represents a sub-question and the edge denotes the
inferential relation. To transform a set of compos-
able sub-questions Qk ⊆ Q into a complex ques-

tion, the simple way is to train a classic Seq2Seq
model. However, this model relies heavily on a
large amount of training data. The data requires
labeling on each reasoning step, which is unavail-
able in current datasets. Also, manual labeling is
expensive. To address this problem, we resort to
LLM which is a powerful few-shot learner. We
design chain-of-thought prompts to direct LLM,
taking advantage of its superior in-context learning
capability to help produce results that merge multi-
ple sub-questions. Figure 3 shows an exampler for
compositing two sub-questions into a higher-order
one. The prompt of the k-th reasoning structure
consists of an instruction, some exemplars, inputs,
and an output placeholder. Considering that a ques-
tion can be asked in various expressive ways, we
develop multiple prompts to acquire this ability.
We gather a set of exemplars Dj for the j-th rea-
soning type, see Appendix A. By sampling a subset
D̂j from Dj as input, we can form diverse prompts
instead of a single fixed prompt. That facilitates
to decode several deep questions Qj for each set
of sub-questions SQj by Equation 3, where pθ
denotes GPT-3 with nucleus sampling where p =
0.5 (Holtzman et al., 2020) and the sampling size
is 8.

Qj = {y|y = pθ(promptj(SQj , D̂j)}. (3)

2.4 Voting Verifier to Ensure Validity
The compositional results may not meet the syn-
tactic and semantic requirements of commonsense
reasoning questions. They are not necessarily in-
depth questions but simple and shallow ones. For
example, for a compositional question with sev-
eral clauses, the answer could be found in the text
by simple matching rather than complex reason-
ing with latent commonsense knowledge (Shaheer
et al., 2023). Also, the desired difficulty level may
not be met, where the answer may be obtained
by shortcut matching, no reasoning is needed. To
tackle this problem, we develop a verifier to mea-
sure the quality of results fully. It is a voting clas-
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sifier with multiple weighted criteria. Following
the previous work (Yu et al., 2025), we score each
question based on three aspects, including answer
consistency, reasoning difficulty and context cor-
relation. The question with the highest score is
outputted. This generate-then-verify framework
can also filter unsatisfactory results caused by error
propagation.
Answer Consistency. A good question should
match the given answer, but a bad combination
might make the question unsolvable. To check the
solvability, we utilize a strong commonsense rea-
soning QA model called UNICORN (Lourie et al.,
2021) to predict the question’s answer. This model
has a high and human-close accuracy, nearly 92%
in Cosmos QA dataset. We verify the question in
terms of the answer consistency by computing the
cosine similarity of the DeBERTa-v3-large embed-
dings (He et al., 2021) of the answer obtained by
UNICORN and the given one.
Reasoning Difficulty. In addition, we inspect the
question’s satisfaction on complexity, including
avoidance of reasoning shortcuts to meet the ex-
pected difficulty level, and the amount of common-
sense knowledge covered. To analyze these pro-
cedural details, we first parse the question into an
AMR tree (Deng et al., 2022). Each sub-tree should
correspond to a sub-question. Its height indicates
reasoning steps. We calculate the total height and
compare it to the given difficulty level. A large
score means that the complexities are similar. To
detect shortcuts, we often require a reasoning chain
as a gold standard, but this chain is unprovided.
Since the ground truth answer is given, we resort
to an indirect way by using a simple matching QA
model, named GA (Dhingra et al., 2017). If a com-
monsense question can be solved by this model,
there is most likely to be a shortcut. Based on this
motivation, we compare the answer obtained by
GA to the real one based on similarity. Similarly,
we check shortcuts in the intermediate reasoning
step for each sub-question. To facilitate separation
analysis, we replace the answer in the previous
step with the corresponding sub-tree to form an
isolated sub-question. Afterward, we take the re-
sult of the reasoning model as its reference answer,
and perform a step-aware comparison to that of
the GA model. In addition, we observe that if the
answer to a sub-question does not appear in the
text, it is likely to involve external commonsense
knowledge. We thus verify whether the answer to
each sub-question exists in the text based on in-

verse fuzzy match. Smaller matches make greater
value, leading to a bigger likelihood of common-
sense knowledge coverage.
Context Correlation. A good question is expected
to ask about the input contexts instead of out-of-
scope (Dara et al., 2023). We verify this through
comparing the difference between the BiDAF (Seo
et al., 2017) encodings of question-aware context
and context-aware question.

3 Evaluations

We conduct experiments to fully evaluate our
method in both qualitative and qualitative aspects.

3.1 Data and Experimental Settings
QG can be seen as a reverse task of QA. Thus, we
carried out evaluations on two typical QA datasets,
i.e., Cosmos QA (Huang et al., 2019) and MCScript
2.0 (Ostermann et al., 2018). These two sets were
crowd-sourced, with 35.6k and 20k samples, re-
spectively. Most of them needed commonsense
reasoning ability. That is more suitable than other
datasets to evaluate our task. Three classical met-
rics in generation tasks were utilized for evalua-
tion, including BLEU-4 (Papineni et al., 2002), ME-
TEOR (Banerjee and Lavie, 2005), and ROUGE-
L (Lin, 2004). The metric values would be larger
when the generated question can well match the
ground truth. Considering a good question should
match the answer, we utilized a typical QAScore (Ji
et al., 2022) metric to analyze results from the an-
swering view. It ranged from negative infinity to 0,
where a lower score indicated better quality. Our
whole algorithm and the implementation details are
shown in Appendix B and C respectively.

3.2 Comparisons Against State-of-the-Arts
We compared our method against six mainstream
QG models, including (a) UniLM (Dong et al.,
2019), a strong transformer-based model, with pre-
train then fine-tuned technique to adapt to the QG
task; (b) DCSSR (Cheng et al., 2021), a step-wise
model by rewriting with bridge and intersection
question types; (c) SemQG (Zhang and Bansal,
2019), an adversarial model with several reinforced
rewards to promote answer-related questions; (d)
CRQG (Yu et al., 2023b), which yielded reasonable
results controlled by key latent factors obtained
from disentangled inference; (e) KGQG (Chen
et al., 2024), a graph-to-sequence model that is
guided by the KG subgraph; (f) SGSH (Guo et al.,
2024), a prompt-based method which generated
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Datasets Cosmos QA MCScript

Methods BLEU-4 METEOR ROUGE-L QAScore BLEU-4 METEOR ROUGE-L QAScore

UniLM 18.43 ± 3.7% 21.25 ± 2.6% 39.95 ± 4.7% -1.127 ± 1.6% 14.59 ± 2.5% 18.84 ± 5.1% 36.11 ± 1.9% -1.154 ± 4.3%
DCSSR 18.47 ± 5.2% 21.88 ± 3.1% 39.42 ± 4.1% -1.093 ± 2.2% 14.62 ± 1.9% 19.13 ± 3.3% 35.84 ± 4.2% -1.122 ± 4.6%
SemQG 18.55 ± 5.1% 22.76 ± 3.2% 40.26 ± 2.7% -1.042 ± 4.8% 14.89 ± 2.6% 20.17 ± 4.9% 36.39 ± 3.4% -1.080 ± 2.4%
CRQG 20.17 ± 4.4% 22.33 ± 3.9% 40.85 ± 2.6% -1.037 ± 3.8% 15.92 ± 4.3% 20.19 ± 3.5% 37.47 ± 5.2% -1.054 ± 4.3%
KGQG 20.54 ± 3.1% 22.80 ± 1.4% 41.77 ± 2.7% -1.034 ± 2.2% 16.35 ± 1.9% 20.21 ± 3.2% 37.81 ± 4.6% -1.046 ± 3.5%
SGSH 20.83 ± 2.6% 22.88 ± 3.1% 42.16 ± 2.8% -1.028 ± 2.7% 16.41 ± 1.6% 20.30 ± 4.2% 38.11 ± 4.7% -1.039 ± 2.0%

Ours 22.74 ± 4.1% 25.07 ± 2.9% 45.54 ± 5.2% -0.992 ± 5.2% 17.84 ± 1.6% 21.84 ± 3.8% 41.35 ± 4.3% -1.004 ± 3.4%

Table 3: Comparisons of all methods. The improvement achieved by our model is significant (p-value < 0.005).

questions based on knowledge base using a soft
prompt. We reimplemented these open-source base-
lines following their original settings, as shown in
Appendix C.

As illustrated in Table 3, we presented the com-
parison results in terms of four evaluation metrics
and their associated variances. We observed that
the Ours obtained the best performance. That indi-
cated the reasoning graph structure implied in the
text was useful for the complex QG task. With-
out the structure (e.g. UniLM and DCSSR), we
would lack the asking logic and direction. Our
model outperformed SGSH in terms of BLEU-4,
METEOR, ROUGE-L and QAScore by over 9.2%,
9.6%, 8.0% and 3.5%, respectively on the Cosmos
QA dataset. Similarly, the outperformance on the
MCScript dataset was by over 8.7%, 7.6%, 8.5%,
and 3.4%, respectively. The end-to-end LLMs need
complex prompt engineering, and it is hard to con-
trol the results with commonsense reasoning ability.
In contrast, Ours had better flexibility to control
to yield reasonable, diverse results with desired
complexity. Ours also outperformed KGQG sig-
nificantly. That reflected the verifier we use can
better ensure the question’s quality and complexity
than KGQG without this module. Besides, our QG
was better than CRQG and SemQG. That showed
our effectiveness in modeling the reasoning process
explicitly and controlling the complexity by step-
wise deductive composition rather than the obscure
factors and coarse-grained reinforced rewards.

3.3 Ablation Studies

To further gain insight into the relative importance
of the components in our QG approach, we con-
ducted empirical ablation studies on four key parts,
including (1) w/o CIM which dropped the prompt-
based retrieval module used to supplement exter-
nal commonsense knowledge; (2) w/o SqFM that
removed the asking templates and generated sub-
questions without the template guidance; (3) w/o

DQCM which discarded the chain-of-thought mod-
ule, and substituted it with a sequential QG model
to produce results; (4) w/o VVM threw away the
voting verifier used to check the generated quality.

BLEU4 METEOR ROUGE QAScore

w/o CIM w/o SqFM w/o DQCM w/o VVM
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Cosmos QA

MCScript

Performance Decline of Each Component

Figure 4: Ablation studies.

As displayed in Figure 4, the ablation of all eval-
uated components resulted in a performance de-
cline of more than 4%. That demonstrated each of
our proposed components played a crucial role in
controlling the difficulty and ensuring the generated
quality. Without the retrieval of commonsense, we
would lack some key relations and entities to form
a reasoning chain. That led to insufficient guid-
ing signals to indicate the asking direction, thereby
harming the questions’ deductibility. Dropping the
templates in the sub-question generation part, we
lacked constraints on the question structure and
format, resulting in poor coherence and grammar.
Without the inspiration of the chain of thought and
exemplar, it was difficult to generate satisfactory
questions with a certain complexity in the case of
low resources. If the verifier was absent, we could
not ensure the results were inferable and answer-
able with the desired difficulty. The verifier judged
the results’ quality from multiple aspects, which
provided useful feedback for model optimization.
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Figure 5: Human evaluations.

In addition, we replaced LLMs with various KGs
for commonsense knowledge. The performance
decreased by at least 3.41%, 4.07%, 3.22%, and
3.04% on Cosmos QA, and 3.77%, 3.63%, 4.47%,
and 3.30% on MCScript 2.0, in terms of BLEU-4,
METEOR, ROUGE-L, and QAScore, respectively.

3.4 Human Evaluations and Analyses

Considering that the automatic metrics may not
well reflect the questions’ quality, we conducted hu-
man evaluations. The evaluated settings were given
Appendix D. As shown in Figure 5, our model sig-
nificantly surpassed all baselines in all metrics, es-
pecially in terms of the deductibility metric. That
was consistent with the observations in Section 3.2.
All metrics were rated as moderate agreement on
the Kappa statistic (Viera and Garrett, 2005). We
can infer that our controllable framework could de-
rive high-quality commonsense questions with the
help of an easy-to-hard compositional paradigm.

Moreover, we evaluated the complexity control-
lability. After randomly selecting 500 test samples
from the evaluated datasets, we labeled the difficult
levels of these samples’ questions manually. We
observed 10.2% was 1-hop, 35.6% was 2-hop, 39%
was 3-hop, and the remaining 15.2% involved more
than 3 hops. We fed these samples into the evalua-
tion models and labeled the difficulty levels of the
generated questions. The matched ratio was com-
puted as the proportion of generated results whose
difficulty levels were consistent with the ground
truth. That matched ratio were 19.4%, 15.7%,
25.6%, 19.4%, 17.1%, and 22.1% for the base-
lines (a) ∼ (f), respectively. In contrast, our model

After a 12-hour flight, we finally reached our long-awaited destination. We 
then followed the guide to a famous local farm. Here, we saw an animal carry 
its baby in its pouch. As the symbol of this country, they can quickly jump to 
walk and balance with their stout tails. We fed them with food and took a lot 
of pictures with them. In addition, we visited other interesting animals on the 
farm. The experience of this trip made us fall in love with this country.

Passage

Prompt-1

Prompt-2

Prompt-4

Options with an Answer: A.stinks     [B*].fragrant     C.odorless     D.musty

2-order

3-order

4-order

What kind of smell for the national tree of the 
country visited during the trip?

What is the smell of the eucalypyus?

What is the national tree of Australia?

Ours What is the smell of the national tree of Australia?

carry its baby in its pouchkangarooAustraliaeucalypyusfragrant
CapableOfAtLocationRelatedToHasProperty

What is the visited country?

Ours What is the smell of the national tree of the 
visited country?

What is the smell of this national tree of the 
visited country symbolized by the kangaroo?Ours

What country is symbolized by the kangaroo?

Ground
Truth

Figure 6: Case study of our proposed method.

outperformed all baselines significantly, achieving
a matched ratio of 84.3%. That showed our model
has a good control ability of complexity.

3.5 Case Studies and Discussions

Moreover, we conducted case studies to further an-
alyze the pros and cons of our model. As shown
in Figure 6, the passage described a travel expe-
rience, containing entities about the country, ani-
mal, and plant. Based on this input, we retrieved
a set of triples, including related commonsense, to
construct multiple sub-questions. Following the
prior reasoning structure, we then select some sub-
questions to compose complex ones step-by-step.
To answer our deep question in 4-level complexity,
we need reasoning over multiple pieces of facts,
such as the context ‘Kangaroo often carries its
baby in its pouch,’ and commonsense knowledge
of ‘It is the symbol animal in the country Australia,’
‘Eucalypyus is the national tree of Australia,’ ‘The
tree smell is fragrant.’ This progressive generation
could not only yield high-quality commonsense
questions but also control the complexity accord-
ing to the size of reasoning steps.

4 Related Work

Learning to ask questions is important for humans
to explore the unknown world (Ang et al., 2023).
A thought-provoking question can stimulate the
self-learning enthusiasm of students. Teaching ma-
chines to ask can help them self-evolute to high
intelligence. That can support a wide range of ap-
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plications (Liang et al., 2023a), such as generating
questions tailored to the textbook as quizzes for on-
line education, etc. However, it is not easy to ask to-
the-point questions, which involve the comprehen-
sion of abstract semantics in the text, sophisticated
asking patterns, answerable constraints (Lim et al.,
2020), etc. Thus, question generation (QG) has be-
come a hot research topic (Naeiji et al., 2023). Pre-
vious work has mainly studied shallow questions
whose answers can be easily obtained by extracting
the most matching text span (Wang et al., 2020).
However, simple matching is inadequate to meet
daedal application needs (Zhang et al., 2024), such
as advanced exams often requiring questions with
various difficulty levels to fully measure the learn-
ing effect (Hadifar et al., 2023). Researchers grad-
ually turn to complex questions, such as the multi-
hop ones which need to reason over disjoint rele-
vant clues. Kulshreshtha and Rumshisky (2023)
summarized multi-hop questions into bridge and
comparison types, and designed 13 fixed genera-
tive tasks based on these types to transform the
given text and answer into multi-hop questions.
This method lacks flexibility and the coverage of
reasoning types is insufficient. Unlike these clues
limited only to the contexts in a single text, our new
proposed task involves broader knowledge sources,
including the valuable commonsense embodied in
the text. Since this kind of implicit knowledge is
more applicative, the generated questions are more
profound and practical (Arabshahi et al., 2021).

For the QG task, existing work could be summa-
rized into three categories (Zhang et al., 2022). The
manual method is based on crowdsourcing (Trivedi
et al., 2022), which is labor-intensive. Another is
based on hand-crafted rules (Mazidi and Nielsen,
2014) or templates (Dhole and Manning, 2020), but
this method is poorly scalable. Current work turns
to the neural approach (Do et al., 2023), which is
data-driven and flexible (Yu et al., 2020). It mainly
learns to map the input text into questions by us-
ing the encoder-decoder framework (Wang et al.,
2023). However, it usually struggles to produce
commonsense-aware results since this knowledge
is hidden and cannot be learned directly from train-
ing data (Liu et al., 2021). To tackle this problem,
some works tried to collect related commonsense
triples from a knowledge graph (Li et al., 2023)
and inject them to augment the encoder (Xin et al.,
2021). That is too rough to model the sophisticated
but crucial reasoning process. Their results are al-
most single-hop, which could be answered by short-

cut matching, without a need for commonsense rea-
soning (Yu et al., 2022). Yu et al. (2023c) proposed
to yield commonsense reasoning questions by dis-
entangling key factors related to the necessary ask-
ing contents and expression ways. Liang et al.
(2023b) utilized chain-of-thought prompts to guide
LLMs to generate commonsense questions. How-
ever, these methods lack effective mechanisms to
control the question complexity. Gao et al. (2019)
defined complexity based on whether the question
can be correctly answered. They proposed to use it
to control the generation. Kumar et al. (2019) used
named entity popularity in the knowledge graph to
estimate complexity and embedded it as guidance
for the decoder. In addition, Bi et al. (2024) iden-
tified complexity by ensembling multiple metrics,
such as the range of domains the question entities
involved, and the number of clauses in the question.
In contrast, we explicitly model the commonsense
reasoning process and its structure. Besides, we
flexibly control the complexity according to the
number of reasoning steps, making the result more
controllable and interpretative.

5 Conclusion

We explored a new task of generating common-
sense reasoning questions with controlled complex-
ity. Different from shallow QG task, our question
involves a boarder range of knowledge, including
the text context and external commonsense knowl-
edge. It is more challenging than traditional multi-
hop QG which only asks about a closed context.
We proposed a controllable framework based on an
easy-to-hard paradigm. We first extracted poten-
tial contextual and commonsense clues based on a
given text. Each triple of these clues corresponds
to a reasoning step and can be formulated as a sub-
question. We then used these simple sub-questions
as building blocks to compose complex questions
step-by-step under the guidance of prior reason-
ing structures. By adjusting the composition times,
we can control the reasoning steps and the diffi-
culty level of the results. Moreover, we exploited
a voting verifier to ensure that the results met the
quality requirements. Extensive evaluations on two
datasets showed the effectiveness of our method.
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Limitations

Our controllable framework generates questions
of desired complexity from easy to hard by com-
bining sub-questions continuously. The initial sub-
questions are generated based on triple clues, which
are extracted from the context and implicit com-
monsense knowledge. Although we propose a vot-
ing verifier to ensure the quality of results, our
method suffers from some bad cases in terms of
grammar. For example, “drive” needs to be recti-
fied to “drives” when the subject is third person
singular. We will investigate the grammar error in
future work.

Ethics Statement

We focus on a new QG task, which is more chal-
lenging than the existing QG. For example, for the
shallow or multi-hop questions, their answers and
all the reasoning clues can be found within the
given text. No external commonsense knowledge
is needed, and no commonsense inference is re-
quired. That can be viewed as a close-domain task,
that is, the answering process is limited to a closed
context. In contrast, our questions need a boarder
range of knowledge. The answer involves multiple
open contexts, including text and commonsense
knowledge. The technology proposed in this paper
can be used in many applications. For example, it
can be used as a data augmentation way to tackle
the data scarcity problem in QA systems; it can
ask questions to inquire about users’ real needs for
the dialog agent. Unlike traditional methods, we
can yield questions with various difficulty levels.
The complex question involves high-order reason-
ing. Excluding the misusage situations, there are
few or even no ethical issues with this technology.
However, malicious users may intentionally trick
the model into producing bad content, which will
lead to social disruption. To address this issue, we
have to verify and monitor the quality of input.
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A Examples of Chain-of-thought Prompts

Figure 7 showed the prompt exemplars, which used
chain-of-thought to compose d-order deep ques-
tions as in Section 2.3. Due to limited space, only
part of the exemplars were presented.

B Composition QG Algorithm

The overall executing process of our method is
summarized in Algorithm 1.

C Experimental Settings

We conducted evaluations on two datasets, includ-
ing Cosmos QA and MCScript 2.0. These datasets
provide the context and cover sufficient reasoning
types. That can fully evaluate the generation ability
of questions on different levels of difficulty. They
are more suitable than other simple or fixed-type
datasets in this research field. We followed the
copyright requirements specified by the provider
in our usage of both datasets. We reimplemented
baselines with their default settings. The results we
showed were the average scores of five runs.
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Algorithm 1: Procedure of Commonsense
Reasoning Question Composition.
Input: passage x; difficulty d; answer a
Output: d-order deep question y

1 // Ask-related clues retrieval
2 ST ← parser(x);
3 Select typical commonsense relation type R;
4 SC ← promptkb(ST , R);
5 // Basic sub-question Formulation
6 Q← BART(ST ∪ SC);
7 // Compositional deep question generation
8 Y ← [];
9 for each reasoning structure k do

10 for each composable question sets Qk

do
11 Yk ← Equation 3;
12 Y.append(Yk);
13 end
14 end
15 // Voting verifier to ensure validity
16 for each y ∈ Y do
17 s(y) =

∑n
i=1 βi · vi(x, a, y);

18 end
19 ỹ = argmaxy s(y);

Our Model: Our model was trained on a 24 GB
Nvidia RTX 3090 GPU. For the sub-question for-
mulation in Section 2.2, we implemented it using
BART-large based on the HuggingFace API (Wolf
et al., 2020). It had 24 layers with 4096 dimensions
for the hidden states and 16 attention heads per
each. In Section 2.2, we trained a basic QG model
based on SQuAD (Rajpurkar et al., 2016), which
was a popular reading comprehension dataset. The
model was used to convert the commonsense triples
into simple sub-questions. To reduce training costs,
we leverage the prefix-tuning technique. We freeze
pre-trained vectors and learn only a few prefix pa-
rameters. The prefix was set initially like ‘Trans-
form the triples into a question according to the
template.’ In detail, we first combined the prefix,
the template, and a context-question-answer triple
(x, q, a) as inputs to the encoder. The encoder was
built based on BART. By teacher forcing algorithm,
we can learn an optimal prefix. It can be fine-tuned
to adapt our QG task and generate results flexi-
bly. The training epochs were set to 10 and the
batch size was 16. We employed AdamW as the
optimizer (Loshchilov and Hutter, 2019), with a
learning rate of 5× 10−5. GPT-3 (Holtzman et al.,

2020) was the commonsense knowledge source in
Section 2.1 and used to prompt complex questions
in Section 2.3. We used default parameters, with
a temperature of 0.5 in sampling. For the verifier,
we employed pretrained vectors from DeBERTa-
v3-large (He et al., 2021) to embed each word. The
learning rate was 10−5 and batch size was 128.
Considering complex questions in real-world cases
usually require 2∼4 reasoning hops, we executed
the compositional step twice and then terminated.

To learn the verifier, there were two stages. First,
we used some labeled data to train it initially. This
requires constructing both positive and negative
training cases. Each sample (x, y, a) can be viewed
as a positive case. We used 2500 and 1500 sam-
ples to train the verifier initially on the Cosmos
QA and MCScript 2.0 datasets, respectively. We
observed that the entity words in the question play
an important role in the reasoning direction. When
these entities changed, the corresponding answers
were usually different. Therefore, we created a
batch of negative cases by replacing entity words.
Considering that the entities in various questions
were usually different, we replaced the entities in
yi with those in other samples yj , so as to yield
multiple training cases. Based on this data, we can
train the verifier by cross-entropy loss. Consid-
ering the data is limited, in the second stage, we
then gradually updated the verifier with augmented
training instances from the generator. That is, we
used chain-of-thought prompts with various exem-
plars to generate multiple candidates and treated
the one with the highest vote value as positive. We
acquired negative cases by entity replacement as
aforementioned. This augmented data can help
to better train the verifier. Respectively, this well-
verified feedback can help the generator filter out
low-quality noises and output augmented data bet-
ter. Through multiple iterations, we can derive the
optimal verifier and generator.

UniLM: The model was fine-tuned on the train-
ing set over 10 epochs. We set the batch size to 32,
with a masking probability of 0.7 and a learning
rate of 2e−5. A label smoothing rate of 0.1 was
used. During the decoding phase, the input was
limited to 464 tokens.

DCSSR: We initialized the QGInitial, QGRewrite,
and GPT2 with the GPT2-small model from the
HuggingFace Transformer library, and fine-tuned
for 8, 10, and 7 epochs, respectively. We set the
batch size as 16. We applied top-p nucleus sam-
pling with p = 0.9 during decoding. AdamW was
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utilized as the optimizer, with the initial learning
rate set to be 6.25× 10−5 and adaptively decayed
during training.

SemQG: We adopted the WordPiece word tok-
enizer and added the POS / NER tags. The batch
size was set as 32. A dual-layer LSTM-RNNs
was used as the backbone of the Encoder-Decoder
framework, having a hidden size of 600. We lever-
aged Adam as the optimizer, with learning rates
of 0.001 and 0.00001 for teacher forcing and rein-
forcement learning, respectively. The model under-
went pre-training with teacher forcing until conver-
gence, then was fine-tuned with mixed loss. We set
γqpp = 0.99, γqap = 0.97, and n : m = 3 : 1. We
utilized beam search of size 10 during decoding.

CRQG: We leveraged the RoBERTa-large
(355M parameters) model provided by Hugging-
Face library to initialize the word embeddings. We
employed the transformer-based GPT-2 medium
as the decoder. We trained for a maximum of
10,000 steps and validated every 200 steps, with
early stopping after one round of no improvement
in validation loss. AdamW was used as the opti-
mizer, with a linear learning rate scheduler taking
5,000 warm-up steps. Gradients were clipped if
their norm exceeded 1.0, and weight decay on all
non-bias parameters was set to 0.01. In the predic-
tion phase, the outputted candidate size was set to
3. The trade-off factor γ was tuned to 0.3.

KGQG: The model adopted the 300-dim GloVe
for word embedding. We set the dimensions of
answer markup embeddings and hidden states of
BiLSTM as 32 and 150, respectively. The model
was optimized by AdamW with a mini-batch size of
30 and a learning rate of 0.001. The beam search
width was set to 5, and the label smoothing ratio
was set to 0.2.

SGSH: The backbone of the skeleton genera-
tor was BART-base, which was fine-tuned through
AdamW. The learning rate, batch size and train-
ing epochs were set as 5e-5, 16, and 20, respec-
tively. The learnable prompts were initialized
from word embeddings in the vocabulary. Differ-
ent lengths of the prompt were compared such as
[2, 4, 8, 16, 32], and we finally set the length to 16.
We set temperature, top_p, frequency_penalty and
presence_penalty as 0.7, 1, 0, and 0, respectively.
Two versions of the GPT-3.5 series models were
employed, including text-davinci-003 and gpt-3.5-
turbo.

Voting Models: In Section 2.4, we used the QA
model of GA and UNICORN as the metrics. For

the GA model, we used Stochastic Gradient De-
scent with Adam updates for training. The learning
rate was set to 0.0005 and the batch size at each
iteration to 32. We also used gradient clipping with
a threshold of 10 to stabilize the GRU training. For
the UNICORN model, we used a learning rate of
2e−3 and a batch size of 32.

D Human Evaluation Settings

We conducted a human evaluation to further inves-
tigate the actual effect of our QG model. 100 cases
from each of the test sets of the evaluated datasets
were randomly sampled. These cases were fed
into all evaluated models to get output questions.
We hired crowd workers from Amazon Mechanical
Turk 1 to rate each question based on three crite-
ria, including: (1) Syntax to measure whether the
question is grammatically sound and fluent, (2) Rel-
evance to evaluate whether the question is relevant
to the text, and (3) Deductibility to judge whether
the question had the reasoning characteristics using
hidden commonsense background knowledge. A
total of five professional workers were recruited,
each responsible for rating 40 questions. We paid
150 dollars per person. We computed the average
cumulative scores of the judgments as the perfor-
mance for all evaluated methods. These scores
range from 1 to 10. A high score indicates a high-
quality question.

Moreover, we asked the crowd works manually
annotate the difficulty levels and AMR structures
of these questions. We observed our generated
questions obtain a good consistency in terms of
difficulty level. Besides, the average lengths of
the generated questions are 4.7, 7.7, 15.8, and 26.6
words for 1-hop, 2-hop, 3-hop, and 4-hop questions,
respectively. The more complex the question, the
more words, which is consistent with our intuition.
Moreover, we evaluate the usefulness of the parser.
When we parsed the results, we found that AMR
successfully decomposed 92% of the generated
questions. That showed it is reasonable and feasible
to use the parser to build a verifier.

1https://www.mturk.com



2276

Figure 7: Examples used in prompts for question composition. The underlined text with color represents the answer
to each sub-question.
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