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Abstract

Extractive summarization for legal documents
aims to automatically extract key sentences
from legal texts to form concise summaries.
Recent studies have explored diffusion models
for extractive summarization task, showcasing
their remarkable capabilities. Despite these ad-
vancements, these models often fall short in
effectively capturing and leveraging the spe-
cialized legal terminology crucial for accurate
legal summarization. To address the limita-
tion, this paper presents a novel term-guided
diffusion model for extractive summarization
of legal documents, named TermDiffuSum. It
incorporates legal terminology into the diffu-
sion model via a well-designed multifactor fu-
sion noise weighting schedule, which allocates
higher attention weight to sentences containing
a higher concentration of legal terms during the
diffusion process. Additionally, TermDiffuSum
utilizes a re-ranking loss function to refine the
model’s selection of more relevant summaries
by leveraging the relationship between the can-
didate summaries generated by the diffusion
process and the reference summaries. Experi-
mental results on a self-constructed legal sum-
marization dataset reveal that TermDiffuSum
outperforms existing diffusion-based summa-
rization models, achieving improvements of
3.10 in ROUGE-1, 2.84 in ROUGE-2, and 2.89
in ROUGE-L. To further validate the general-
izability of TermDiffuSum, we conduct experi-
ments on three public datasets from news and
social media domains, with results affirming
the scalability of our approach.

1 Introduction

Legal artificial intelligence (LegalAI) (Zhong et al.,
2020a; Le et al., 2024) aims to explore technolo-
gies such as natural language processing (Zhang
et al., 2020) to assist with legal tasks in real-world
scenarios. Legal tasks often involve the processing
of legal documents. Most legal documents record
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Figure 1: Statistical data on legal terms in the LegalAF-
Sum Dataset and DiffuSum Summarization Model.
"Number of legal terms" refers to the average number
of terms contained in each text. "Number of unique le-
gal terms" denotes the average number of distinct legal
terms in each text.

numerous case details, making it difficult for le-
gal practitioners to quickly obtain the important
information they need (Jain et al., 2021b; Kana-
pala et al., 2019). Extractive summarization for
legal documents aims to automatically extract es-
sential information from these documents and has
received extensive attention from both scholars and
legal practitioners in recent years.

Researchers usually view summarization of le-
gal documents as an automatic text summariza-
tion problem (Shukla et al., 2022). Automatic text
summarization approaches can be divided into ab-
stractive summarization (Huang et al., 2020; Feijo
and Moreira, 2019) and extractive summarization
(Galgani et al., 2015; Anand and Wagh, 2022). Ab-
stractive summarization methods may produce un-
expected vocabulary, resulting in potentially risky
summaries. Even recently developed Large Lan-
guage Models (LLMs) like ChatGPT1 exhibit hal-
lucination problems in abstractive summarization
(Deroy et al., 2023; Zhang et al., 2023b). Due
to the high accuracy requirements for legal docu-
ment summaries, most research methods (Polsley

1https://chatgpt.com/
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et al., 2016; Liu and Chen, 2019) focus on extrac-
tive summarization approaches, which extract key
sentences from documents to construct summaries.

Recently, diffusion models have shown consid-
erable potential in extractive text summarization
(Zhang et al., 2023a). However, directly applying
diffusion models to summarization of legal docu-
ments may result in an inadequate understanding of
the legal terminology. Legal documents typically
include numerous legal terms that reflect the core
concepts of the documents. As shown in Figure 1,
it presents the statistical information of our self-
constructed legal summarization dataset LegalAF-
Sum. Legal documents contain an average of 14.04
unique legal terms, and reference summaries con-
tain an average of 9.88 unique legal terms. About
70.37% of legal terms in legal documents appear
in reference summaries, indicating that these terms
constitute crucial information for legal summaries.
Lacking a comprehensive understanding of these le-
gal terms, the generated summary may fail to meet
practical requirements. Figure 1 shows that the
diffusion-based model includes only 6.88 unique
legal terms, suggesting that there is still signifi-
cant room for improvement in its comprehension
of legal terminology.

Spurred by the above observations, this paper
proposes a term-guided diffusion model for extrac-
tive summarization of legal documents, named Ter-
mDiffuSum, which leverages legal terminology to
guide the diffusion process in extracting summaries.
To enhance the model’s perception of legal termi-
nology, TermDiffuSum devises a multifactor fusion
noise weighting schedule that allocates greater at-
tention to sentences containing a higher concentra-
tion of legal terms during the diffusion process. Ad-
ditionally, TermDiffuSum constructs a re-ranking
loss function based on the ROUGE scores of can-
didate summaries generated by diffusion process.
This function optimizes the model’s selection of
more relevant summaries by exploiting the rela-
tionship between the candidate summaries and the
reference summaries. The specific contributions of
this paper are as follows:

• This paper proposes a novel term-guided diffu-
sion model for extractive summarization of legal
documents. It improves the diffusion model’s
sensitivity to legal terminology by incorporat-
ing a tailored multifactor fusion noise weighting
schedule.

• We introduce a re-ranking module that enhances

the model’s ability to identify more relevant sum-
maries by leveraging the relationship between
candidate and reference summaries.

• We construct a new legal summarization dataset,
called LegalAFSum. Extensive experiments on
LegalAFSum validate the effectiveness of our
method compared to competitive summarization
models.

• We conduct experiments on three public datasets
in the news and social media domains. The ex-
perimental results show the generality of our ap-
proach. We will release the code and dataset to
facilitate research in this area 2.

2 Related Work

2.1 Diffusion Models on Text

Diffusion models first appear in continuous domain
(Ho et al., 2020a; Ramesh et al., 2022) and have
recently gained attention in natural language pro-
cessing (Austin et al., 2021; He et al., 2022). Re-
searchers have successfully applied diffusion mod-
els to tasks such as conditional generation (Gong
et al., 2022; Yuan et al., 2022) and entity recogni-
tion (Shen et al., 2023) by employing techniques
like embedding functions (Li et al., 2022) or de-
signing noise schedules suitable for text (Wang
et al., 2023). For summarization, DiffuSum (Zhang
et al., 2023a) is the first to explore diffusion models
for extractive summarization. Instead of generat-
ing text word by word, DiffuSum directly gener-
ates summary representations and selects sentences
based on the matching of sentence representations.
Additionally, DiffuSum introduces a contrastive
sentence encoding module to learn sentence rep-
resentations, further enhancing the performance
of DiffuSum. Compared to DiffuSum, our model
differs in the following ways: (1) We apply the dif-
fusion model for the extractive summarization of
legal documents and design a sentence-level noise
schedule that utilizes legal terminology. (2) We
incorporate a re-ranking module that improves the
model’s ability to discern more relevant summaries
by ranking the candidate summaries and evaluating
their alignment with reference summaries.

2.2 Summarization of Legal Documents

Summarization methods for legal documents are
primarily categorized into abstractive (Moro and
Ragazzi, 2022) and extractive (Jain et al., 2021a;

2https://github.com/huaand/TermDiffuSum-
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Shukla et al., 2022) approaches. Abstractive mod-
els offer flexibility but may produce content that is
unfaithful to the document. In contrast, extractive
models derive summaries directly from the docu-
ments, thus ensuring greater accuracy and consis-
tency. This approach is more relevant to our work.
Research in the area can be divided into unsuper-
vised and supervised methods. Early works mainly
focus on unsupervised methods. They use statisti-
cal features to generate summaries. For instance,
LetSum (Farzindar and Lapalme., 2004) identifies
sentence themes and selects key sentences based
on thematic content and document structure. Cas-
eSummarizer (Polsley et al., 2016) scores sentences
based on word frequency and legal features. DEL-
Summ (Bhattacharya et al., 2021) incorporates le-
gal domain knowledge to enhance the algorithm
for selecting informative sentences.

Recently, attention has shifted to supervised
methods. DCESumm (Jain et al., 2024) uses BERT
to predict sentence relevance scores and refines
these scores with unsupervised clustering. Gist
(Liu and Chen, 2019) employs three classifiers: De-
cision Tree, MLP, and LSTM, to evaluate sentence
importance based on features such as legal and
linguistic characteristics. These methods treat ex-
tractive summarization as a sequence labeling task.
They select the important sentences to form the
summaries but ignore the relationships among the
sentences. In contrast, our approach is a summary-
level framework for summarizing legal documents
that employs a diffusion model to effectively model
sentence relationships.

3 Model

This section provides a detailed examination of
TermDiffuSum, as illustrated in Figure 2. TermDif-
fuSum mainly consists of a diffusion module and
a re-ranking module. The diffusion module gen-
erates embeddings for the target summary, while
the re-ranking module constructs candidate sum-
maries from these embeddings and establishes a
re-ranking loss by evaluating candidate summaries.

3.1 Problem Definition

Extractive summarization of legal documents aims
to generate a subset of the legal documents that
captures the essential content of the documents.
Formally, given a legal document D, the objective
is to generate a summary S:

S = F (D, θ) . (1)

Specifically, D is the legal document and S is the
desired summary. θ is the parameters of the sum-
marization model F .

Since legal terms often contain important infor-
mation, it is crucial for legal document summaries
to accurately express the content of documents. We
incorporate legal terms to assist the model in un-
derstanding legal documents:

S = F (D,T, θ) , (2)

where T denotes the legal terms in document D.

3.2 Diffusion Module
3.2.1 Multifactor Fusion Noise Weighting

Schedule
In legal documents, the importance of the sentence
determines its probability of appearing in the sum-
mary. Naturally, the noise should vary accord-
ing to the importance of the sentences. Unlike
conventional noise schedules (Lin, 2004; Li et al.,
2022) that add uniform noise to all tokens, we pro-
pose a multifactor fusion noise weighting sched-
ule that assigns weights to sentences. This sched-
ule aims to prioritize adding noise to sentences of
higher importance, thereby enabling the model to
focus more on critical sentences. For a sentence
s = {w1, w2, . . . , wk}, the sentence weight e (s)
is calculated by considering the following aspects:
• Word Information Entropy: Higher informa-

tion entropy (Bentz and Alikaniotis, 2016) gener-
ally indicates that a sentence contains richer infor-
mation. Therefore, we use information entropy
as a criterion for evaluating sentence importance.
The entropy of sentence s is:

Hentropy (s) = −
k∑

i=1

p (wi) · log (p (wi)), (3)

where k is the number of words in sentence s, wi

denotes the i-th word, and p (wi) represents the
probability of the word wi.

• Number of Legal Terms: Legal documents typi-
cally contain numerous legal terms that reflect the
core views of the document. Therefore, we use
the number of legal terms to evaluate sentence
importance. The formula is as follows:

Hkey (s) = Bool (s) + λ1 · Num (s) , (4)

where Bool (·) denotes a binary indicator func-
tion (Bool (s) = 1 if the sentence contains legal
terms, and Bool (s) = 0 otherwise), Num (s) is
the number of legal terms in the sentence, and λ1

is a weight parameter.
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Figure 2: The overview architecture of TermDiffuSum, where ei is the importance of sentence ssi , and e1 < e2 <
. . . < em−1 < em. The multifactor fusion noise weighting schedule enables the model to prioritize adding noise to
more important sentences.

• Positional Information: Generally, sentences
in specific positions (such as the beginning or
end) are considered more important than those
in other positions (such as the middle). Based on
this, we incorporate position information when
evaluating sentence importance. The positional
information is computed by:

Hweight (s) = exp

(∣∣∣p− maxp

2

∣∣∣/maxp

2

)
, (5)

where p denotes the position of sentence s in the
text, maxp is the maximum position in the text.
Considering these aspects, the sentence weight

e (s) is defined as:

e (s) = λ2 ·Hentropy (s) +Hkey (s) +Hweight (s) , (6)

where e (s) ∈ (0, 1), and λ2 is a weight factor for
adjusting the impact of Hentropy, which we set to 1.

3.2.2 Forward Diffusion
To apply continuous noise to discrete textual
data, TermDiffuSum incorporates a sentence en-
coding module based on stacked transformer lay-
ers. This module converts the document D ={
sd1, s

d
2, . . . , s

d
n

}
and the reference summary S =

{ss1, ss2, . . . , ssm} into continuous representations
Hin = Hd∥Hs ∈ R(n+m)×h. Afterwards, TermD-
iffuSum obtains the initial state x0 of input data
through a one-step Markov transition:

Hin = MLP (Encoders (D)) ∥MLP (Encoders (S)) , (7)

x0 = xd
0∥xs

0 ∼ N (Hin, β0I), (8)

where Encoders(·) denotes the sentence encoder
module, xd

0 ∈ Rn×h and xs
0 ∈ Rm×h are the initial

states of the document and the reference summary,
respectively. β0 is the variance of Gaussian noise
at diffusion step 0.

Inspired by DiffuSum (Zhang et al., 2023a), we
optimize the sentence encoder module using the
objective function Lse. Besides, TermDiffuSum
adopts the partial noise schedule proposed by Dif-
fuSeq (Luo et al., 2023). During the forward
process, Gaussian noise is injected into the sum-
mary sentence representations xs

0 based on sen-
tence weight, while the document sentence repre-
sentations xd

0 remain unchanged. After T diffusion
steps, xs

0 becomes entirely noise, yielding a series
of latent variables {xs

1,x
s
2, . . . ,x

s
T }. The forward

process is represented as follows:

xt = xd
0∥N (xs

t ;
√

1− βs
tx

s
t−1, β

s
t I), (9)

βi
t =

√
t

T
+ γ + λ (t) e (si) , (10)

λ (t) = λw sin

(
t

T
π

)
, (11)

where t ∈ {1, 2, . . . , T}, βs
t is the variance of

Gaussian noise at step t.
√

1− βs
t is the mean of

Gaussian noise, and e (si) denotes the importance
of the i-th sentence in the summary. The constant
γ corresponds to the initial noise level. Follow-
ing Diffusionbert (He et al., 2022), λ (t) is used
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to adjust the impact of the noise at step t. For
summary sentence representations xsi

t and x
sj
t , if

e (si) > e (sj), then βi
t > βj

t to encourage Ter-
mDiffuSum to prioritize adding noise to sentences
with high importance.

3.2.3 Reverse Diffusion
After obtaining the noised representations xt =
xd
0∥xs

t at diffusion step t, the reverse process is
performed. TermDiffuSum denoises xt by predict-
ing the noise distribution at step t-1. The reverse
process is represented as:

pθ (x
s
t−1|xt) = N

(
xs
t−1;µθ (xt, t) , σ

2
θ (t) I

)
, (12)

where µθ(·) and σ2
θ(·) are the mean and vari-

ance of the predicted noise distribution. The dif-
fusion module aims to minimize the difference
between the predicted summary representations
H̃s

0 =
[
h̃s
1, h̃

s
2, . . . , h̃

s
m

]
and the reference sum-

mary Hs. The objective function is:

Ldiffusion =

T∑
t=2

∥∥∥x0 − f̃θ(xt, t)
∥∥∥2

+
∥∥∥Hin − f̃θ(x1, t)

∥∥∥2

+R (x0) ,

(13)

where f̃θ (xt, t) represents the predicted text repre-
sentation at step t and R (x0) is the L-2 regulariza-
tion term of x0.

3.3 Re-ranking Module
Given the summary representations H̃s

0 =[
h̃s
1, h̃

s
2, . . . , h̃

s
m

]
, TermDiffuSum selects sen-

tences from the document that are most similar
to h̃s

i as candidate summary sentences, assuming
Sents =

{
sd1, s

d
2, . . . , s

d
m

}
. The model then com-

bines the candidate summary sentences to obtain k
candidate summaries Cands = {C1, C2, . . . , Ck},
and Ci is a subset of the Sents. Candidate sum-
maries are ranked in descending order based on
the ROUGE metric. TermDiffuSum employs the
evaluation function f (S) to score the candidate
summaries, where a higher score indicates a greater
similarity to the document. The re-ranking loss is
defined as:

Lctr =
∑
i

∑
j>i

max (0, f (Cj)− f (Ci) + ρ), (14)

f (S) = cos (Hd,Hs). (15)

For a pair of candidate summaries (Ci, Cj), i < j,
then ROUGE (Ci) > ROUGE (Cj). Specifically,

Dataset Domain Train Val Test #Doc #Sum
LegalAFSum Legal 629 110 107 1,380 487
CNN/DM News 287,084 13,367 11,489 766 58
XSum News 204,045 11,332 11,334 430 23
Reddit Social Media 33,794 4,213 4,222 385 20

Table 1: Statistical data of the experimental datasets.
#Doc and #Sum represent the average tokens in the
document and summary.

Hd, HCi and HCj are the representations of D,
Ci, and Cj respectively. ρ is the margin parameter.
The re-ranking module allows TermDiffuSum to
perceive the ROUGE scores of summaries.

3.4 Optimization and Prediction

The overall objective function is:

L = Lse + Ldiffusion + Lctr. (16)

In the inference stage, which involves only the re-
verse process, TermDiffuSum first encodes the doc-
ument D into Hd and performs a one-step Markov
transition. The model then randomly samples m
noise vectors from Gaussian noise to construct
noised summary representations xs

T ∼ N (0, I)
at step T . During the reverse process, TermD-
iffuSum gradually denoises xT = xd

0∥xs
T to ob-

tain the predicted embeddings of the summary
H̃s

0 = [h̃s
1, h̃

s
2, . . . , h̃

s
m].

Finally, based on the similarity between h̃s
i

(i ∈ [1,m]) and document representations Hd,
TermDiffuSum maps h̃s

i to the corresponding sen-
tences in the document and selects the most closely
matching sentences as summary sentences.

4 Experiments

In this section, we conduct experiments on multiple
datasets to explore the following questions:
• RQ1: How does the performance of TermDif-

fuSum compare with existing extractive summa-
rization methods?

• RQ2: How is the scalability and adaptability of
TermDiffuSum?

• RQ3: How do the different modules influence
the performance of TermDiffuSum?

• RQ4: How do the main hyperparameters affect
TermDiffuSum?

• RQ5: Can the re-ranking module and multifac-
tor fusion noise weighting schedule improve the
quality of the generated summaries?
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4.1 Experimental Setup

4.1.1 Datasets
Given the current scarcity of high-quality extractive
legal summarization datasets (Bhattacharya et al.,
2021; Shukla et al., 2022), we collect legal docu-
ments from the United Kingdom3 and Singapore4

to construct a dataset. We employ six law school
undergraduates for annotation. According to guide-
lines from legal professionals (Giles, 2015; Pyle
et al., 2017) and related research (Shukla et al.,
2022; Zhong et al., 2019), legal documents contain
various rhetorical segments and it is necessary to
summarize each segment individually. This method
makes the summary more user-friendly and better
meets the needs of practitioners who focus on spe-
cific sections. Consequently, annotators divide the
documents into five sections: Analysis, Arguments,
Facts, Judgments, and Statutes. Given that the Anal-
ysis and Facts sections are particularly detailed and
redundant, we select these sections for summariza-
tion. Therefore, the annotators are asked to an-
notate the summaries of these two parts. To this
end, we construct an extractive legal summarization
dataset comprising 846 document-summary pairs,
named LegalAFSum. Additionally, to validate the
generalizability of our model, we conduct experi-
ments on three widely used datasets: CNN/DM
(Hermann et al., 2015), XSum (Narayan et al.,
2018), and Reddit (Kim et al., 2018). Detailed
statistical information on these datasets is shown
in Table 1. Further details about these datasets and
the construction process of LegalAFSum can be
found in Appendix A.3.

4.1.2 Baselines
We evaluate our model against a variety of baseline
models, which are categorized into three groups: 1)
General traditional methods: ORACLE, LEAD-K;
2) General deep learning-based methods: BERT-
SUM (Liu, 2019), MATCHSUM (Zhong et al.,
2020b), CoLo (An et al., 2022), DiffuSum (Zhang
et al., 2023a), and ChatGPT; 3) Legal domain-
specific models: Gist (Liu and Chen, 2019). Details
about the baselines are provided in Appendix A.4.

4.1.3 Implementation Details and Metrics
We employ Sentence-BERT (Reimers and
Gurevych, 2019) as the initial encoder. The
sentence encoder module is constructed using

3https://www.supremecourt.uk/current-cases/
4https://www.elitigation.sg/

Model R-1 R-2 R-L
BERTSUM + LSTM 59.87 51.17 59.23
BERTSUM + Classifier 60.65 52.01 59.99
BERTSUM + Transformer 59.88 51.22 59.17
MATCHSUM (BERT-base) 62.15 51.32 62.68
MATCHSUM (RoBERTa-base) 62.10 51.31 62.63
CoLoExt 61.76 49.39 61.32
CoLoExt + BERTScore 61.94 49.15 61.83
DiffuSum 61.47 49.88 60.21
ChatGPT 44.79 30.78 43.74
Gist 60.76 50.79 60.55
TermDiffuSum 64.57 52.72 63.10
w/o Re-ranking 62.08 50.51 60.71
w/o Multifactor fusion noise 63.83 51.53 62.21

Table 2: Experimental results on the LegalAFSum
dataset. Bold indicates the best results. R-1/2/L repre-
sents ROUGE-1, ROUGE-2, and ROUGE-L.

8 stacked transformer encoders(Vaswani et al.,
2017). We use another 12 stacked transformer
encoders for the diffusion module. The hidden size
of TermDiffuSum is 768. The maximum diffusion
step T is set to 500, and weight parameters
λ1 = 0.5 and λw = 0.05. For optimization,
we utilize the AdamW optimizer (Kingma and
Ba, 2015) with a learning rate of 1e − 5 and a
dropout rate of 0.1. The batch size is 32, and the
number of candidate summaries is limited to 35.
We randomly select five seeds for training our
model and report the average score. The model
is trained on GeForce RTX 3090 GPU. More
details on the baselines are in Appendix A.5. We
use keywords from publicly available datasets for
experiments on CNN/DM, XSum, and Reddit.
Detailed information about the keyword datasets is
provided in Appendix A.6.

Following prior research (An et al., 2022; Liu
et al., 2022), we select ROUGE5 (Lin, 2004) as
the evaluation metric. ROUGE-1, ROUGE-2, and
ROUGE-L evaluate summaries by comparing the
overlap of unigrams, bigrams, and the longest com-
mon subsequence with reference summaries.

4.2 Main Performance Comparison (RQ 1)

This section presents the performance of TermDif-
fuSum on the LegalAFSum dataset. Table 2 shows
the results, as follows: 1) The first part of the
table presents the performance of deep learning-
based models. While BERTSUM excels in R-2,
it falls short compared to MATCHSUM, CoLo,
and DiffuSum in R-1 and R-L. This suggests that
summary-level models may have advantages over

5https://pypi.org/project/rouge/

https://www.supremecourt.uk/current-cases/
https://www.elitigation.sg/
https://pypi.org/project/rouge/
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Model CNN/DM XSum Reddit
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

ORACLE 52.59 31.23 48.87 25.62 7.62 18.72 29.10 11.80 23.10
LEAD-K 40.43 17.62 36.67 14.40 1.46 10.59 12.38 2.17 10.12
BERTSUM 43.25 20.24 39.63 22.86 4.48 17.16 23.86 5.85 19.11
MATCHSUM 44.41 20.86 40.55 24.86 4.66 18.41 25.09 6.17 20.13
CoLo 44.58 21.25 40.65 24.51 5.04 18.21 25.06 5.90 19.25
DiffuSum 44.83 22.56 40.56 24.00 5.44 18.01 25.17 5.40 20.41
TermDiffuSum 46.18 21.96 42.28 25.18 5.37 18.51 26.63 6.22 21.77

Table 3: Experimental results on the CNN/DM, XSum, and Reddit datasets. Bold indicates the best results.

sentence-level models and highlights the potential
of diffusion models in summarization tasks. No-
tably, ChatGPT performs the worst, indicating that
it is less suitable for extractive legal summariza-
tion. 2) TermDiffuSum achieves the best results
across all metrics. Compared to the diffusion-based
model DiffuSum, TermDiffuSum improves by 3.10
in R-1, 2.84 in R-2, and 2.89 in R-L. These results
underscore the effectiveness of the re-ranking mod-
ule and multifactor fusion noise weighting sched-
ule, which enhance the model’s ability to leverage
ROUGE scores and adapt to the linguistic features
of legal documents.

4.3 Performance on Other Datasets (RQ 2)

We evaluate TermDiffuSum on the CNN/DM,
XSum, and Reddit datasets, as shown in Table 3.
Our findings are: 1) When applied to shorter
datasets like CNN/DM and XSum, TermDiffuSum
exhibits a slightly lower R-2 score compared to
DiffuSum. The results indicate that the binary
matching performance of TermDiffuSum is sub-
optimal. 2) Across the three datasets, TermDif-
fuSum shows significant improvements over all
baselines. Notably, on XSum, its ROUGE scores
are nearly equivalent to those of ORACLE, high-
lighting the model’s efficacy in handling texts of
different lengths and domains.

4.4 Ablation Study (RQ 3)

Table 2 also presents the results of the ablation
study. The corresponding findings are as follows:
1) When the multifactor fusion noise weighting
schedule is replaced with the sqrt noise schedule,
the performance of TermDiffuSum exhibits a de-
clining trend. The decline is more pronounced
in the absence of the re-ranking module. The re-
sults suggest that the re-ranking module contributes
more significantly to TermDiffuSum. 2) When both
the re-ranking module and multifactor fusion noise
weighting schedule are removed, TermDiffuSum

reverts to DiffuSum, suffering the most drastic per-
formance decline. This confirms that both compo-
nents are complementary.

4.5 Impact of Hyper-parameters (RQ 4)
In this section, we will further explore the impact
of hyper-parameters on the model.

4.5.1 Impact of Diffusion Steps
This section compares TermDiffuSum with differ-
ent diffusion steps, as shown in Figure 4a. The con-
clusions are: 1) When T < 500, TermDiffuSum’s
performance improves with increasing T . This
could be because smaller diffusion steps result in
sparser information density, making it harder for
TermDiffuSum to distinguish subtle differences in
the data. 2) When T > 500, TermDiffuSum’s per-
formance slightly declines with increasing T . This
decrease is likely attributed to excessively large dif-
fusion steps, which introduce excessive noise and
hinder the recovery of data features.

4.5.2 Impact of Noise Weight
We evaluate TermDiffuSum with λw values of 0.01,
0.05, 0.5, and 1, as shown in Figure 4b. The find-
ings are: 1) Performance drops significantly when
λw deviates from 0.05. For λw = 1, the R-1 score
decreases by 1.69 points, likely due to excessive
initial noise that obscures text features and impairs
the model’s ability to process textual information
effectively. 2) When λw is small, the multifactor fu-
sion noise weighting schedule degrades to the sqrt
noise schedule, resulting in reduced performance.
This indicates that our schedule benefits the model
performance.

4.5.3 Impact of Noise Schedule
This section evaluates the number of legal terms
and unique legal terms generated by TermDif-
fuSum using linear, cosine, sqrt, and multifactor
fusion noise weighting schedules. The results are
shown in Figure 4c. We find that: 1) The sqrt noise
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System Summary

Reference Mr. Gopi and Mdm. Sartha were married on 11 September. They were divorced in 2004 on the ground that they had been separated for more than 4 

years. The decree absolute was granted on 22 July. At the material time, Mr. Gopi and Mdm. Sartha had children, and the latter was granted custody, 

care  and control of all their children. Mr. Gopi appealed against DJ Tan’s decision on maintenance and division of the matrimonial property. The appeal

was heard in May 2004 by VK Rajah JC, as he then was, who dismissed the appeal and ruled that DJ Tan’s orders on maintenance and division of the 

matrimonial property were to stand. Subsequently, Mr. Gopi sold the matrimonial property and purchased another flat for himself without paying Mdm. 

Sartha her 25% share of the nett proceeds of sale of the matrimonial property. DJ Tan also ordered Mr. Gopi to pay Mdm. Sartha arrears in maintenance

fees amounting to $6. Mr. Gopi appealed against DJ Tan’s decision.

DiffuSum Mr. Gopi and Mdm. Sartha were married on 11 September. They were divorced in 2004 on the ground that they had been separated for more than 4 

years. The decree absolute was granted on 22 July. At the material time, Mr. Gopi and Mdm. Sartha had 3 children, and the latter was granted custody, 

care  and control of all their children. Mr. Gopi was to pay Mdm. Sartha $50 a month for her maintenance, $300 a month for her maintenance of their 

second child, and $250 a month for the maintenance of their third child. Mr. Gopi was required to put back into his own Central Provident Fund (“CPF”) 

account the amount utilized from the said account for the purchase of the matrimonial property. Subsequently, Mr. Gopi sold the matrimonial property 

and purchased another flat for himself without paying Mdm. Sartha her 25% share of the nett proceeds of sale of the matrimonial property. DJ Tan also 

ordered Mr. Gopi to pay Mdm. Sartha arrears in maintenance fees amounting to $6.8. Mr. Gopi appealed against DJ Tan’s decision.

Ours Mr. Gopi and Mdm. Sartha were married on 11 September. They were divorced in 2004 on the ground that they had been separated for more than 4 

years. The decree absolute was granted on 22 July. At the material time, Mr. Gopi and Mdm. Sartha had 3 children, and the latter was granted custody, 

care and control of all their children. Mr. Gopi was to pay Mdm. Sartha $50 a month for her maintenance, $300 a month for her maintenance of their 

second child, and $250 a month for the maintenance of their third child. Mr. Gopi appealed against DJ Tan’s decision on maintenance and division of 

the matrimonial property. The appeal was heard in May 2004 by VK Rajah JC, as he then was, who dismissed the appeal and ruled that DJ Tan’s orders

on maintenance and division of the matrimonial property were to stand. Subsequently, Mr. Gopi sold the matrimonial property and purchased another 

flat for himself without paying Mdm. Sartha her 25% share of the nett proceeds of sale of the matrimonial property. DJ Tan also ordered Mr. Gopi to 

pay Mdm. Sartha arrears in maintenance fees amounting to $6. Mr. Gopi appealed against DJ Tan’s decision.

Figure 3: Case study analysis on the LegalAFSum dataset. Green text indicates sentences that appear in the reference
summary, while red text denotes legal terminology.
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Figure 4: Experimental results on the legal dataset.

schedule outperforms linear and cosine schedules.
This is because the sqrt schedule introduces greater
noise in the initial stage and is more suitable for text
data which is less sensitive to noise. 2) When using
the multifactor fusion noise weighting schedule,
both the number of legal terms and unique legal
terms increase. This indicates that the schedule
helps the model understand the semantic informa-
tion of legal documents.

4.6 Case Study (RQ 5)
To address RQ5, we visualize a case to evaluate
the summaries generated by TermDiffuSum and
DiffuSum, as shown in Figure 3. We observe that:
1) DiffuSum fails to recognize the fifth and sixth
sentences in the reference summary, whereas Ter-
mDiffuSum identifies all these sentences. Addition-
ally, while DiffuSum identifies only seven unique
legal terms, TermDiffuSum successfully captures
all the legal terms present in the reference. This
discrepancy may be because the fifth and sixth

sentences contain three and five legal terms, re-
spectively. These sentences attract more attention
from TermDiffuSum. 2) The fifth and sixth sen-
tences in DiffuSum’s summary are not present in
the reference. TermDiffuSum correctly excludes
the sixth sentence but includes the fifth sentence,
which contains three legal terms. We argue that not
all legal terms are equally important. The multi-
factor fusion noise weighting schedule also directs
TermDiffuSum’s attention to legal terms that are
not present in the reference, which may lead to a
decline in model performance.

5 Conclusions

This paper introduces TermDiffuSum, a novel
diffusion-based model for the extractive summa-
rization of legal documents. We propose a multifac-
tor fusion noise weighting schedule that directs the
model’s attention to sentences with legal terms. Ad-
ditionally, we introduce a re-ranking module to en-



3230

hance the model’s ability to perceive more relevant
summaries. We construct a legal summarization
dataset, LegaAFSum. Experiments on LegaAFSum
and other datasets validate the effectiveness of our
approach. Future research will focus on refining
noise schedules and further optimizing diffusion
models for extractive summarization.

Limitations

Our study has the following limitations. Firstly,
due to the high cost of constructing a legal ex-
tractive summarization dataset, our dataset is rela-
tively small, which may impact model performance.
Secondly, our model focuses on summarizing the
Analysis and Facts sections of legal documents. In
practical applications, this approach may require
additional role recognition models to ensure com-
prehensive summaries.
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A Appendix

A.1 Related Work of Re-ranking

Re-ranking is widely applied in natural language
processing tasks such as machine translation (Pan-
dramish and Sharma, 2020), question answering
(Iyer et al., 2021) and summarization (Liu and Liu,
2021; Liu et al., 2022). In extractive summariza-
tion, MATCHSUM (Zhong et al., 2020b) evaluates
candidate summaries based on semantic matching
between the candidates and the original text. CoLo
(An et al., 2022) implements a one-stage re-ranking
framework for summarization. Unlike these works,
we apply re-ranking to diffusion models. TermD-
iffuSum integrates evaluation metrics into the ob-
jective function through re-ranking, enabling the
model to exploit the relationship between candidate
summaries and reference summaries.

A.2 Background of Diffusion Models

Diffusion models are a class of latent variable mod-
els that include a forward process and a reverse pro-
cess (Ho et al., 2020b; Sohl-Dickstein et al., 2015).
The forward process gradually introduces Gaussian
noise to corrupt input data, while the reverse pro-
cess trains the model to recover the original data
from the Gaussian noise.

In the forward process, given the input data dis-
tribution x0 ∼ q(x), the forward process gradually
adds Gaussian noise to x0, producing a Markov
chain of latent variables {x1,x2, . . . ,xT }:

q(xt | xt−1) = N
(
xt;

√
1− βtxt−1, βtI

)
, (17)
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where βt ∈ (0, 1) controls the amount of noise at
each time step, and T is the total number of dif-
fusion steps. Eventually, xT becomes a Gaussian
distribution.

After obtaining a series of noised data, the re-
verse process involves recovering the original data
using a learned parameterized model pθ (xt−1|xt):

pθ (xt−1|xt) = N
(
xt−1;µθ (xt, t) , σ

2
θ (t) I

)
, (18)

where µθ(·) and σ2
θ(·) denote the predicted mean

and variance, which can be implemented by a neu-
ral network like U-Net (Ronneberger et al., 2015)
or Transformer (Vaswani et al., 2017).

The diffusion model is trained by optimizing a
variational upper bound of − log pθ(x0). In this
paper, to enhance training stability, we adopt the
simplified loss function proposed by (Ho et al.,
2020b):

Lsimple =

T∑
t=1

∥x0 − f̃θ(xt, t)∥2, (19)

where f̃θ(xt, t) is the predicted x0 at step t.

A.3 Dataset Details
A.3.1 LegalAFSum Dataset
To the best of our knowledge, there is currently
a lack of high-quality legal extractive summariza-
tion datasets (Bhattacharya et al., 2021; Shukla
et al., 2022). Most publicly available datasets are
of small size, such as the IN-Ext dataset (Shukla
et al., 2022), which consists of only 50 samples. To
address this gap, we construct a new legal extrac-
tive dataset. The annotation process is as follows:

• Data collection and preparation: We collect
468 legal documents from two countries: the
United Kingdom6 and Singapore7. Then, we
hire six law school undergraduates to annotate
the dataset.

• Case structure split: According to the guide-
lines for legal document summaries by legal
professionals (Giles, 2015; Pyle et al., 2017)
and other research (Shukla et al., 2022; Zhong
et al., 2019), legal documents have various
rhetorical segments and it is necessary to sum-
marize each segment separately. This method
enhances the clarity and organization of the
summary by providing detailed information

6https://www.supremecourt.uk/current-cases/
7https://www.elitigation.sg/

across different levels. Furthermore, it effec-
tively meets the needs of legal practitioners
who only focus on specific sections of the
summary (such as the arguments or statutes).
Therefore, annotators split legal texts into
five parts based on their thematic structure:
Analysis, Arguments, Facts, Judgments, and
Statutes. Analysis refer to the judge’s exami-
nation of legal issues. Arguments are the ar-
guments of the contending parties or lawyers.
Facts are statements of the case details. Judg-
ments represent the final rulings. Statutes are
the established laws involved in the document.

• Extractive summaries: The Arguments,
Judgments, and Statutes are typically brief
(Bhattacharya et al., 2021). Conversely, the
Analysis and Facts sections are more exten-
sive and redundant, prompting this work to
focus on these parts. Based on this preference,
the six undergraduates summarize Analysis
and Facts separately by selecting important
sentences to compose summaries.

• Extract legal terms: The six undergraduates
identify legal terms from legal documents,
forming the basis of our legal terms dataset.

In this way, we construct the Legal Analysis and
Facts summarization dataset, named LegalAFSum,
which contains 846 document-summary pairs.

A.3.2 Other Datasets
In addition, we also use three public datasets in
the news and social media domains to verify the
generalizability of our model. The details of these
datasets are as follows:

• CNN/DM8 (Hermann et al., 2015) comprises
93k articles from CNN and 220k from the
Daily Mail. In this study, the non-anonymous
version is used.

• XSum9 (Narayan et al., 2018) is a highly ab-
stractive article dataset comprising 227k arti-
cles from the British Broadcasting Corpora-
tion (BBC).

• Reddit10 (Kim et al., 2018) comprises 120k
posts from social media platforms. We em-
ploy the TIFU-long version for analysis.

8https://cs.nyu.edu/~kcho/DMQA/
9https://github.com/EdinburghNLP/XSum

10https://github.com/ctr4si/MMN

https://www.supremecourt.uk/current-cases/
https://www.elitigation.sg/
https://cs.nyu.edu/~kcho/DMQA/
https://github.com/EdinburghNLP/XSum
https://github.com/ctr4si/MMN


3234

Model TermDiffuSum DiffuSum
R-1 R-2 R-L R-1 R-2 R-L

seed=100 64.32 52.42 62.81 61.46 49.62 60.11
seed=101 64.57 52.61 63.25 61.72 50.08 60.34
seed=201 64.89 52.98 63.33 61.50 50.13 60.35
seed=901 64.15 52.35 62.67 61.18 49.38 59.94
seed=1001 64.92 53.25 63.42 61.48 50.21 60.29
Avg 64.57 52.72 63.10 61.47 49.88 60.21
Variance 0.0928 0.1175 0.0893 0.0295 0.1058 0.0251

Table 4: Performance comparison of TermDiffuSum and DiffuSum with various random seeds.
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Figure 5: Description of dataset length distribution.

The distribution of data lengths across all datasets
is presented in Figure 5.

A.4 Baselines
We choose a variety of models as baselines, which
can be summarized into three groups.

• General traditional methods, including OR-
ACLE, which obtains summaries by maximiz-
ing the ROUGE scores through a greedy algo-
rithm. ORACLE represents the upper bound
of extractive summarization; LEAD-K is an
unsupervised method that selects the first K
sentences of a document as summary.

• General deep learning based methods, in-
cluding BERTSUM (Liu, 2019), a sentence-
level extractive model that utilizes BERT to
score and select sentences; MATCHSUM
(Zhong et al., 2020b), a summary-level sum-
marization model that formulates extractive
summarization as a semantic matching task;
CoLo (An et al., 2022), a summary-level ex-
tractive summarization model that incorpo-
rates a re-ranking module; DiffuSum (Zhang
et al., 2023a), an extractive summarization
model based on diffusion model; ChatGPT, a

large language model for generating and un-
derstanding natural language text.

• Legal domain-specific models, including
Gist (Liu and Chen, 2019), which is a su-
pervised extractive summarization model of
legal documents. Gist categorizes sentences
using classifiers based on machine learning
and deep learning.

A.5 Implementation Details for Baselines

In this research, we employ publicly available
implementations of the baseline models, BERT-
SUM11, MATCHSUM12, CoLo13, and DiffuSum14.
For the Gist model, given the unavailability of an
official implementation, we utilize the code pro-
vided by Shukla et al. (2022)15.

For CNN/DM, we use the data from the origi-
nal papers. For XSum and Reddit, if there is no
relevant data in the original paper, we follow the
settings in the source code to obtain the evaluation
results.

A.6 Keyword Datasets for Experiments

As mentioned in Appendix A.3, while annotating
the LegalAFSum, we also annotated legal terms.
For experiments on LegalAFSum, we train Ter-
mDiffuSum using this legal terms dataset. For
experiments on CNN/DM and XSum, we use key-
words from the 500N-KPCrowd dataset (Marujo
et al., 2013); for experiments on Reddit, we use
keywords from the OpenKP dataset (Xiong et al.,
2019). Both the 500N-KPCrowd dataset and the
OpenKP dataset are publicly available, ensuring

11https://github.com/nlpyang/BertSum
12https://github.com/maszhongming/MatchSum
13https://github.com/ChenxinAn-fdu/CoLo
14https://github.com/hpzhang94/DiffuSum
15https://github.com/Law-AI/summarization

https://github.com/nlpyang/BertSum
https://github.com/maszhongming/MatchSum
https://github.com/ChenxinAn-fdu/CoLo
https://github.com/hpzhang94/DiffuSum
https://github.com/Law-AI/summarization
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that our model is not constrained by specific key-
word datasets.

A.7 Random Seed Sensitivity Analysis
To assess model stability, we train DiffuSum and
TermDiffuSum on the LegalAFSum dataset using
five randomly selected seeds (100, 101, 201, 901,
1001). The results are presented in Table 4.

The performance varies with different random
seeds for both models. Despite some fluctuations,
both models demonstrate a high level of accuracy
across all tested seeds. Notably, DiffuSum ex-
hibits lower variance than TermDiffuSum, indicat-
ing higher stability.
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