
Proceedings of the 31st International Conference on Computational Linguistics, pages 3248–3254
January 19–24, 2025. ©2025 Association for Computational Linguistics

3248

MBA-RAG: a Bandit Approach for Adaptive Retrieval-Augmented
Generation through Question Complexity

Xiaqiang Tang *1,2, Qiang Gao *2,3, Jian Li *2, Nan Du2,
Qi Li4, Sihong Xie †1,

1The Hong Kong University of Science and Technology (Guangzhou),
2Tencent Hunyuan, 3Wuhan University, 4Iowa State University,

Correspondence: sihongxie@hkust-gz.edu.cn

Abstract

Retrieval Augmented Generation (RAG) has
proven to be highly effective in boosting the
generative performance of language model in
knowledge-intensive tasks. However, exist-
ing RAG frameworks either indiscriminately
perform retrieval or rely on rigid single-class
classifiers to select retrieval methods, leading
to inefficiencies and suboptimal performance
across queries of varying complexity. To ad-
dress these challenges, we propose a reinforce-
ment learning-based framework that dynami-
cally selects the most suitable retrieval strategy
based on query complexity. Our approach lever-
ages a multi-armed bandit algorithm, which
treats each retrieval method as a distinct “arm”
and adapts the selection process by balanc-
ing exploration and exploitation. Additionally,
we introduce a dynamic reward function that
balances accuracy and efficiency, penalizing
methods that require more retrieval steps, even
if they lead to a correct result. Our method
achieves new state-of-the-art results on mul-
tiple single-hop and multi-hop datasets while
reducing retrieval costs. Our code is available
at https://github.com/FUTUREEEEEE/MBA

1 Introduction and Related Work

Retrieval Augmented Generation (Lewis et al.,
2020) has shown significant promise in addressing
knowledge-intensive natural language processing
(NLP) tasks by integrating an updated knowledge
base with a language model. This combination
allows language model to access up-to-date knowl-
edge, improving their faithfulness and reducing
hallucinations.

Most existing RAG frameworks employ a
retrieve-and-generate setup that indiscriminately
performs retrieval based on the input. However,
this approach may hinder the versatility of lan-
guage models or introduce unnecessary or off-topic
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passages. To address this issue, methods such as
SEAKR (Yao et al., 2024) and FLARE (Jiang et al.,
2023) have been designed to perform active re-
trieval only when necessary.

Furthermore, AdaptiveRAG (Jeong et al., 2024)
argues that real-world queries often vary in dif-
ficulty, such as the number of reasoning steps re-
quired or the depth of information needed to answer
a query. Thus, applying a single retrieval method
across all queries can be ineffective. Simple queries
may incur unnecessary computational overhead
when complex retrieval strategies are used, while
complex, multi-step queries may not be adequately
addressed. To tackle this issue, AdaptiveRAG in-
troduces an adaptive router that selects the retrieval
method based on the complexity of the query. How-
ever, AdaptiveRAG simplifies the generation strat-
egy into a single-choice task by using heuristic
supervision that favors only one process with the
least retrieval cost. This supervision is inaccurate
for two main reasons. First, it assumes only one
strategy is optimal for one query. For example,
while multiple strategies (such as directly answer-
ing without retrieval, retrieving once, or perform-
ing iterative retrieval) might all provide correct
answers depending on the query, only the direct
answer method will be marked as correct. This
strict supervision ignores scenarios where more
complex strategies might offer better context or
more comprehensive answers. Second, this heuris-
tic approach is ambiguous because retrieval costs
vary according to the query’s difficulty, what consti-
tutes the least cost can differ significantly between
queries of different complexities.

To overcome these limitations, we propose a
Multi-arm Bandit-based framework for Adaptive
Retrieval-Augmented Generation (MBA-RAG)
Fig. 1, that introduces both flexibility and cost-
awareness into the generation process.

First, to address the rigidity of single-label su-
pervision, we employ a multi-armed bandit algo-
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Figure 1: On the left, the AdaptiveRAG pipeline relies on an inaccurate heuristic approach to assign queries of
different complexities to a single generation process. On the right, we propose an MBA-RAG framework that allows
the model to explore the merits of different generation methods and rewards it based on fine-grained assessments of
generation quality and cost.

rithm (Katehakis and Veinott Jr, 1987). The bandit
framework requires only partial information for
supervision; specifically, the model is supervised
by the feedback of the chosen generation strategy,
without indiscriminately penalizing the strategies
that were not selected. This introduces greater flex-
ibility by allowing the model to explore different
generation strategies and obtain a more comprehen-
sive selection.

Second, to tackle the issue of inaccurate heuris-
tic supervision of retrieval costs and the varying
costs associated with different generation strategies,
we design a dynamic, fine-grained reward function.
This function penalizes inefficient generation strate-
gies, even if they lead to correct results, ensuring
that the model not only prioritizes accuracy but also
optimizes computational efficiency.

We evaluated our framework on both single-hop
and multi-hop datasets. Results demonstrate that
our method achieves SOTA generation accuracy
while reducing retrieval costs by 20%.

2 Method

Using a single retrieval method for all queries may
not always be effective. In this section, we intro-
duce a RAG framework based on a multi-arm ban-
dit approach that dynamically selects the optimal
generation method to balance generation quality
and computational efficiency.

2.1 Preliminaries

The RAG process (Lewis et al., 2020) includes a
retrieval stage where the module R retrieves rele-
vant documents D for a query x, and a generation
stage where the LLM uses x and D to generate the
response ā = LLM(yt|x,D).

2.2 Query Encoding and Arm Selection
To overcome the limitations of attributing each
query to a single generation method, we reformu-
late the generation selection as a trial-and-error
reinforcement learning problem, where each gener-
ation method is treated as an action (i.e. an arm) in
a multi-armed bandit framework.

We employ DistilBERT, a lightweight pre-
trained language model (PLM), to encode user
queries, generating an action distribution z =
fθ(x). Directly supervising this output could cause
the system to overly favor a single generation
method, leading to sub-optimal local convergence.

To prevent this, we incorporate an epsilon-
greedy strategy (Langford and Zhang, 2007) to
balance the trade-off between exploration and ex-
ploitation (Auer, 2002; Auer et al., 2002). This
ensures that the system primarily utilizes the best-
performing generation methods while still explor-
ing other options to improve long-term perfor-
mance. Specifically, the “arm” is chosen as a =
argmax(z) with probability 1 − ϵ, or a random
generation method with probability ϵ.

2.3 Learning Algorithm
After selecting a generation method, the model up-
dates its parameters based on both the quality and
the cost of the language model’s response. Unlike
traditional RAG systems that prioritize accuracy
alone, our approach incorporates a fine-grained re-
ward function that accounts for both accuracy and
computational cost, thereby guiding the model to
minimize unnecessary computational overhead.

The objective function, given by

min
θ

(ra − fθ(x)a)
2 (1)

is to minimize the squared error between the ac-
tual reward ra and the predicted reward fθ(x)a for
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action a:

θt+1 = θt − α∇θ

(
(ra − fθ(x)a)

2
)

Here, θt+1 represents the parameter set at iteration
t + 1, θt at iteration t, and α is the learning rate.
The reward ra for the selected retrieval method a is
calculated as ra = A(y, ŷa)−λC(a), where A is a
generation quality metric (e.g., exact match defined
as A(y, ŷa) = I{y = ŷa} if the generated answer
ŷa matches the ground truth y) , C(a) represents
the computational cost of method a (such as the
number of retrieval steps), and λ is a scaling factor
balancing accuracy and efficiency.

3 Experiments

3.1 Datasets
To demonstrate the performance of our method
for queries of different complexities, following the
work of Adaptive-RAG (Jeong et al., 2024), we
selected three single-hop QA and three multi-hop
QA datasets as our experimental datasets.

For Single-hop QA, we choose SquAD v1.1
(Rajpurkar et al., 2016), Natural Questions
(Kwiatkowski et al., 2019) and TriviaQA (Joshi
et al., 2017). These datasets consist of each query
and its related articles that contain the answers.

For Multi-hop QA, we choose MuSiQue
(Trivedi et al., 2022b), HotpotQA (Yang et al.,
2018) and 2WikiMultiHopQA (Ho et al., 2020).
For these multi-hop datasets, the answers cannot be
directly obtained and require multi-step reasoning
based on the information in the articles to arrive at
the final answer.

3.2 Baseline Models
We selected a range of related models as baselines
to compare with our model, including:
1) No-Retrieval: Directly generates answers with-
out performing retrieval. 2) Adaptive-Retrieval
(Mallen et al., 2023): Dynamically determining
whether retrieval is necessary. 3) Self-RAG (Asai
et al., 2023): Dynamically determines whether re-
trieval is needed. 4) DRAGIN (Su et al., 2024):
evaluating the uncertainty of each token to activate
the retrieval model. 5) SEAKR (Yao et al., 2024)
introduce self-aware uncertainty to decide whether
activating the retrieval model based on its value.
6) Adaptive-RAG (Jeong et al., 2024): Using a
classifier to dynamically choose the most suitable
retrieval strategy based on the complexity of the
query.

3.3 Metrics
Following the approach of Jeong et al. (2024), in
addition to reporting performance metrics of the
generated results such as Exact Match (EM), F1,
and Accuracy (Acc), we also report efficiency met-
rics of the retrieval strategy, Step. EM measures
whether the predicted result exactly matches the
ground truth, F1 measures the overlap of words
between the predicted answer and the ground truth,
and Acc indicates whether the predicted answer
contains the ground truth. Step denotes the number
of retrieval steps required by the selected retrieval
strategy.

3.4 Experiment Settings
We use DistilBERT (Sanh et al., 2020) as the
query encoding model. This model allows for effi-
cient query encoding and ensures that the retrieval
method selection is based on a robust representa-
tion of the query. The retrieval settings, dataset
configurations, and generation model setups all fol-
low the approach used by Adaptive-RAG (Jeong
et al., 2024). We utilize BM25 as the retrieval
model and FLAN-T5-XL (Chung et al., 2022) as
the generation model. For the MBA-RAG retrieval,
we employ the epsilon-greedy algorithm (Sutton
and Barto, 1998) as the action strategy. The learn-
ing rate for the encoding model is set as 5e-5.

FLAN-T5-XL (3B)
Methods

EM F1 Acc Step

No Retrieval∗ 14.87 21.12 15.97 0.00
Adaptive Retrieval∗ 23.87 32.24 26.73 0.50
Self-RAG∗ 9.90 20.79 31.57 0.72
Adaptive-RAG∗ 37.17 46.94 42.10 2.17
Adaptive-RAG (DistilBert) 34.37 43.80 38.50 1.69
MBA-RAG (Ours)(DistilBert) 38.80 48.61 43.57 1.80
MBA-RAG (Ours)(T5-Large) 38.40 48.38 43.30 1.95

Table 1: Averaged results on a collection of benchmark
datasets. Items marked with ∗ have results from Jeong
et al. (2024). Adaptive-RAG (DistilBert) means we use
DistilBert as classifier in Adaptive-RAG settings.

3.5 Main Results
We report the average results across six datasets as
shown in Table 1, and the results for each individ-
ual dataset as shown in Table 2. Note that while
we focus on performance metrics such as EM,F1,
and Acc, we also consider efficiency metrics like
Step. The experimental results demonstrate that our
method achieves a balance between the two, sur-
passing the baseline in performance metrics while
requiring relatively fewer steps.

As shown in Table 2, our method has achieved
performance improvements on all single-step
datasets, with significant gains observed on the
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SQuAD Natural Questions TriviaQA
Data Methods

EM F1 Acc Step EM F1 Acc Step EM F1 Acc Step

Single-step

No Retrieval∗ 3.60 10.50 5.00 0.00 14.20 19.00 15.60 0.00 25.00 31.80 27.00 0.00
Adaptive Retrieval∗ 13.40 23.10 17.60 0.50 28.20 36.00 33.00 0.50 38.40 46.90 42.60 0.50
Self-RAG∗ 2.20 11.20 18.40 0.63 31.40 39.00 33.60 0.63 12.80 29.30 57.00 0.68
DRAGIN† 18.70 28.70 – – 23.20 33.20 – – 54.00 62.30 – –
SEAKR† 27.10 36.50 – – 25.60 35.50 – – 54.40 63.10 – –
Adaptive-RAG∗ 26.80 38.30 33.00 1.37 37.80 47.30 44.60 1.00 52.20 60.70 58.20 1.23
Adaptive-RAG (DistilBert) 22.60 33.90 28.20 1.57 34.60 43.00 39.80 1.58 49.60 57.50 54.80 1.32
MBA-RAG (Ours)(DistilBert) 27.60 39.10 33.80 1.11 37.80 47.50 44.60 1.23 53.60 62.40 60.20 1.06
MBA-RAG (Ours)(T5-Large) 27.20 19.00 33.40 1.32 37.80 47.30 44.55 1.10 53.20 62.30 60.00 1.00

MuSiQue HotpotQA 2WikiMultiHopQA
Data Methods

EM F1 Acc Step EM F1 Acc Step EM F1 Acc Step

Multi-step

No Retrieval∗ 2.40 10.70 3.20 0.00 16.60 22.71 17.20 0.00 27.40 32.04 27.80 0.00
Adaptive Retrieval∗ 6.40 15.80 8.00 0.50 23.60 32.22 25.00 0.50 33.20 39.44 34.20 0.50
Self-RAG∗ 1.60 8.10 12.00 0.73 6.80 17.53 29.60 0.73 4.60 19.59 38.80 0.93
DRAGIN† – – – – 23.70 34.20 – – 22.40 30.0 – –
SEAKR† – – – – 27.90 39.70 – – 30.20 36.0 – –
Adaptive-RAG∗ 23.60 31.80 26.00 3.22 42.00 53.82 44.40 3.55 40.60 49.75 46.40 2.63
Adaptive-RAG (DistilBert) 22.20 30.90 23.80 2.22 35.80 47.68 38.00 1.69 41.40 49.70 46.40 1.78
MBA-RAG (Ours)(DistilBert) 23.80 31.90 25.40 2.56 40.60 52.44 42.60 2.25 49.40 58.33 54.60 2.57
MBA-RAG (Ours)(T5-Large) 21.20 30.90 23.80 2.31 42.00 53.30 44.30 2.70 49.20 58.30 54.60 2.93

Table 2: Results on each of a collection of datasets with FLAN-T5-XL (3B) as the LLM. Items marked with ∗

have results from Jeong et al. (2024), while items marked with † have results from Yao et al. (2024), which uses
LLaMA-2-7B-Chat as the backbone LLM.

SQuAD and TriviaQA datasets. In particular, our
approach achieves a substantial reduction in step
costs, suggesting that it can dynamically select re-
trieval strategies with fewer retrieval steps. On the
NQ dataset, our results are roughly on par with
Adaptive-RAG, but with an increase in steps. This
is because Adaptive-RAG, when constructing the
dataset, set the condition that when zero, one, or
multiple retrieval paths could yield the correct an-
swer, the path requiring the fewest steps would be
chosen as the correct label, with others marked as
incorrect. However, this does not reflect reality as
other paths can also yield correct answers. There-
fore, our reward model does not solely choose the
retrieval path with the minimum steps but may also
select other feasible paths.

For the multi-step dataset, we have achieved a
reduction in step costs of over 20%, clearly demon-
strating a significant enhancement in the retrieval
efficiency of our method. Our method achieved sig-
nificant improvements on the 2wikiMultiHopQA.
On the MusiQue dataset, we also achieved results
comparable to Adaptive-RAG, but with signifi-
cantly lower step costs. This indicates that when
two retrieval strategies can achieve comparable
performance metrics, our strategy incurs lower re-
trieval costs. However, on the HotpotQA dataset,
our method slightly underperformed Adaptive-
RAG in terms of EM, Accuracy, and F1, while
having lower step costs. This may be because,
compared to Adaptive-RAG which uses T5-large
(770M) as the classifier, our method uses Distil-
BERT (66M), which is 10 times smaller. Un-

like the other two datasets, HotpotQA is a very
challenging dataset with complex question types
like actoid comparison questions that demand high
general knowledge performance from the model.
DistilBERT’s knowledge capabilities are not on
par with T5. Nevertheless, our MBA-RAG still
achieved more optimal strategy selection, with step
costs lower than Adaptive-RAG, indicating that
our MBA-RAG-based method has balanced perfor-
mance metrics with efficiency metrics.

Furthermore, as shown in Table 4, we compare
our bandit approach with a multi-label classifier.
Due to the classifier’s inability to consider retrieval
costs, it incurs excessive computational expenses,
with the majority of queries opting for a multiple
retrieval strategy. For more details, please refer to
Appendix A.1.
Retrieval Strategy Performance To measure the
performance of different retrieval strategies, we
compared the accuracy of label selection between
our MBA-RAG-based classification strategy and
other adaptive retrieval strategies. The results,
as shown in Figure 2, indicate that our classifi-
cation accuracy is significantly higher than that
of Adaptive-RAG. This suggests that our multi-
label supervising strategy is better suited to adapt
to queries of varying complexities, leading to an
overall improvement in results.

4 Conclusion

In this study, we introduced an adaptive retrieval-
augmented generation framework using a multi-
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Figure 2: On the left: classification accuracy of different
adaptive approaches and the confusion matrix across all
six datasets. On the right: we analyze MBA-RAG per-
formance across different complexity labels, presenting
the overall experimental results across six datasets.

armed bandit approach that dynamically selects
the most efficient retrieval strategy based on query
complexity. Our experimental results demonstrate
the effectiveness of this method in reducing com-
putational costs while maintaining high accuracy.
Future work will aim to further refine this approach
and explore its applicability to a broader range of
NLP tasks.

Limitations

Our reinforcement learning-based approach for
adaptive retrieval in language models demonstrates
promising results; however, it is not without limita-
tions. The framework’s dependence on the specific
structure of the multi-armed bandit algorithm can
introduce challenges in scalability and adaptability
to new, unseen query types. Future work could
explore more efficient algorithms that maintain per-
formance while reducing computational demands.
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A Experiments Appendix

A.1 Implementation Details
For the external document corpus, we use differ-
ent sources depending on the dataset type: the
Wikipedia corpus preprocessed by(Karpukhin et al.,
2020) for single-hop datasets, and the preprocessed
corpus by (Trivedi et al., 2022a) for multihop
datasets. Approaches such as those proposed by
(Sun et al., 2024b,a) can be utilized to accelerate
the training process.

A.2 Reward Setting
For single-hop and multi-hop datasets, due to the
differences in their tendencies for retrieval strategy
selection, the single-hop dataset tends to choose
the “zero” and “one” retrieval strategies, while the
multi-hop dataset favors the “one” and “multiple”
strategies. Therefore, for the MAB algorithm, the
same set of rewards cannot achieve optimal results
on both types of datasets simultaneously. Moti-
vated by (Zhang et al., 2024), during our experi-
ments, we set two different groups of reward set-
tings.

For the single-hop dataset, we adopted a dy-
namic reward approach, combining strategy selec-
tion with step costs to balance performance and ef-
ficiency, the rewards are set at 1, 0.9, and 1-step/10
respectively for the three retrieval strategies “zero,”
“one,” and “multiple,”. When none of the three op-
tions can answer the question, the reward is set to
-1.

For the multi-hop dataset, rewards are set at 4.3,
2.3, and 1.15.

A.3 Multi-label Classification
Due to Adaptive-RAG defining the selection of
retrieval strategies as a single-label classification
problem, where multiple strategies can yield cor-
rect results, it selects the strategy with the fewest
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SQuAD Natural Questions TriviaQA
Data Methods

EM F1 Acc Step EM F1 Acc Step EM F1 Acc Step

Single-step Adaptive-RAG 26.80 38.30 33.00 1.37 37.80 47.30 44.60 1.00 52.20 60.70 58.20 1.23
Multi-label-classifier (Ours) 24.20 35.40 29.40 4.392 38.6 47.70 44.60 4.514 53.60 62.20 60.00 5.152
MBA-RAG (Ours) 27.60 39.10 33.80 1.11 37.80 47.50 44.60 1.23 53.60 62.40 60.20 1.06

MuSiQue HotpotQA 2WikiMultiHopQA
Data Methods

EM F1 Acc Step EM F1 Acc Step EM F1 Acc Step

Multi-step Adaptive-RAG 23.60 31.80 26.00 3.22 42.00 53.82 44.40 3.55 40.60 49.75 46.40 2.63
Multi-label-classifier (Ours) 23.00 31.90 25.80 3.562 44.40 56.52 46.80 5.32 49.80 59.05 55.60 4.144
MBA-RAG (Ours) 23.80 31.90 25.40 2.56 40.60 52.44 42.60 2.25 49.40 58.33 54.60 2.57

Table 3: Results of multi-label classification on each of a collection of datasets with FLAN-T5-XL (3B) as the LLM.

steps as the correct label, treating other choices as
incorrect. This approach is somewhat unreasonable
because the other choices are also correct, albeit
with a higher step cost. Therefore, to make the clas-
sification choice more rational while considering
step costs, we implemented a multi-label classi-
fication setup, treating all retrieval strategies that
could yield the correct answer as correct labels. We
trained the classification model to predict multiple
potential labels and selected the most likely label
during the final inference.

A.3.1 Setting
In the experimental setup, for the Multi-label classi-
fier, we maintained consistency with the Adaptive-
RAG’s model setting, using T5-large as the classi-
fier and modifying the model to a multi-label classi-
fication head. The learning rate was set to 1e-4. We
employ multi-label training and use single-label
form for inference, ultimately selecting retrieval
generation according to the corresponding retrieval
strategy. The experimental results are shown in
Tables 4 and 3.

FLAN-T5-XL (3B)
Methods

EM F1 Acc Step

Adaptive-RAG 37.17 46.94 42.10 2.17
Multi-label-classifier (Ours) 38.93 48.79 43.70 4.514
MBA-RAG (Ours) 38.80 48.61 43.57 1.80

Table 4: Averaged results of multi-label classification on
a collection of benchmark datasets including single-hop
and multi-hop queries.

A.4 Results
The experimental results show that classifiers
trained with multi-labels are highly prone to over-
fitting. Due to the high proportion of the “multiple”
labels, the final model tends to exclusively choose
“multiple.” While this achieves good performance
in metrics, the step cost is excessively high, even
for single-step datasets. Such choices are overly
inefficient. In contrast, our MBA-RAG is essen-
tially a form of multi-label classification, and the

dynamic reward settings enable the model to make
the most rational choices based on the combination
of step costs, making it more practical and feasible.

Although the Adaptive-RAG-MultiLabel yields
generally high results, this is because, under this
training mode, the model ultimately opts for “multi-
ple” labels. During the construction of the training
set, a large number of samples are tagged with mul-
tiple labels, leading the model to completely overfit
on the “multiple” label after training. However, this
approach results in an excessively high number of
steps, and most problems do not require multi-step
retrieval.
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