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Abstract

The integration of multi-modal information, es-
pecially the graphic features of Hanzi, is cru-
cial for improving the performance of Chinese
Named Entity Recognition (NER) tasks. How-
ever, existing glyph-based models frequently
neglect the relationship between pictorial ele-
ments and radicals. This paper presents AHVE-
CNER, a model that integrates multi-source vi-
sual and phonetic information of Hanzi, while
explicitly aligning pictographic features with
their corresponding radicals. We propose the
Gated Pangu-π Cross Transformer to effec-
tively facilitate the integration of these multi-
modal representations. By leveraging a multi-
source glyph alignment strategy, AHVE-CNER
demonstrates an improved capability to cap-
ture the visual and semantic nuances of Hanzi
for NER tasks. Extensive experiments on
benchmark datasets validate that AHVE-CNER
achieves superior performance compared to ex-
isting multi-modal Chinese NER methods. Ad-
ditional ablation studies further confirm the ef-
fectiveness of our visual alignment module and
the fusion approach.1

1 Introduction

Named entity recognition (NER) is one of the basic
tasks of information extraction and an important
NLP research. The results of NER will directly
affect the downstream tasks (Liu et al., 2021b; Mar-
tins et al., 2019; Nasar et al., 2021)

Compared to English based on Latin, Chinese
NER tasks face more problems. It does not have
similar natural word separators and explicit word
boundaries (Ma et al., 2019). On the other hand,
Chinese does not contain roots or affixes similar
to English words (Yadav et al., 2018) and comput-
ers understand Chinese texts in units of characters.
The composition of Chinese characters(Hanzi) is

*Corresponding author.
1The source code of the proposed method is publicly avail-

able at https://github.com/zxh20001117/AHVE-CNER.

derived from graphics, which itself is a recording
language that evolves from the image characteris-
tics of objects (Norman, 1988), so Chinese charac-
ters can also be split into radicals, and each part
has rich abstract graphic meanings. Many stud-
ies have paid attention to the visual information
of Hanzi et al. over NER tasks (Gu et al., 2023;
Meng et al., 2019; Qi et al., 2023; Sehanobish and
Song, 2019; Wu et al., 2021a; Xuan et al., 2021).
In these studies, there were two ways to process
glyph structures. One is to directly extract features
from a single character image using a convolution
neural network as additional inputs, and the other
is to split characters into serialized radicals, based
on the dictionary, those are mapped one-to-one to
multiple vectors which can be learned.

Radical Hanzi Words
钅(gold) 钢(steel),铁(iron) 钢铁(steel)
氵(water) 漂(rinse),流(flow) 漂流(drifting)
火 (fire) 烧(burn),烤(roast) 烧烤(barbecue)

Table 1: Decomposition of radicals of Chinese charac-
ters: Words with similar structures and similar meanings
form new words of the same type.

However, neither of these two processing meth-
ods directly connects the graphics of Chinese char-
acters with their radical structures. For example,
"银" (silver), "铜" (bronze), "铁" (iron), and "钢"
(steel) all contain the radical "钅" (gold), which
evolved from the character "金" (metal) and indi-
cates a connection to metal. Other similar exam-
ples are shown in Table 1, Chinese characters
with the same radical often form words with
related meanings, such as "漂流" (drifting) and
"烧烤" (barbecue). What’s more, characters with
the same radicals can have different glyphs due to
their structural arrangements. There are 12 possible
structural types, including left-right and up-down
configurations. Therefore, characters with identical
structural components can present different visual

ywhaowang@nju.edu.cn
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(a) able to form. (b) unable to form.

Figure 1: Examples of different situations of words with
same radicals. (a) 烧(burn) and 烤(roast) both have
the radical of火(fire) and they can form new word烧
烤(barbecue). But (b)古(ancient) and叶(leaf) are quite
different in meaning thus can’t form new word.

information. For instance, "囡" and "如", or "叶"
and "古", share the components "女口" or "口十",
but differ in their spatial relationships. So, the
spatial information of the graphics plays an im-
portant role with radicals to help us distinguish
characters. These cases are further illustrated in
Figure 1.

To address the challenges in Chinese NER tasks
of (1) effectively utilizing the multimodal fea-
tures of Chinese characters and (2) further align-
ing the pictographic features between character
images and serialized radicals, this article pro-
poses a novel method called AHVE-CNER. The
main contributions of this paper are:

• A novel Chinese character visual feature ex-
traction framework that aligns pictographic
information with radical information to create
embeddings that encapsulate more structural
rules.

• A cross-modal interactive fusion method
called the Gated PanGu-π Cross Transformer,
which integrates information across different
modalities effectively.

• Comprehensive evaluation on multiple bench-
mark Chinese NER datasets, demonstrating
superior performance and effectiveness com-
pared to other multi-source information mod-
els.

2 Related Works

2.1 Chinese Character Visual Information
Enhances NER

A common approach involves directly processing
character images. Meng et al. (2019) proposed the
Tianzige-CNN structure to extract visual features,
while Sun’s ChineseBERT (Sun et al., 2021) incor-
porates character images and pinyin information
into training. Subsequent studies by Xuan et al.

(2021), Gu et al. (2023), and Guo et al. (2022) used
3D convolution to capture relationships between
adjacent characters. However, these methods are
limited in processing the full pictographic visual
information that glyphs offer, as they rely solely on
images. Furthermore, they perform feature fusion
via vector concatenation, which neglects the inter-
action between visual and contextual information.
The second approach involves stroke-based decom-
position. MFE-NER (Li and Meng, 2021) and
StyleBERT (Lv et al., 2022) use the "Wubi" method
to decompose Chinese characters into stroke se-
quences, providing additional visual information.
Meanwhile, MECT (Wu et al., 2021b) and Vis-
Phone (Zhang et al., 2023) break down characters
into radicals using a Structure Component (SC) dic-
tionary for radical-level features. However, these
methods rely on rule-based decomposition and do
not capture the visual structural features that are
unique to Chinese character images with distinct
compositional elements.

2.2 Multi-source Information Fusion Assists
NLP Tasks

Researchers often integrate multi-source and multi-
modal information to enhance NLP tasks. Zara-
tiana et al. (2022) proposed GN-NER, which uses
graph neural networks to enrich span representa-
tions. Gui et al. (2019b) utilized a graph neural
network based on global vocabulary semantics for
better local information retrieval. LEBERT (Liu
et al., 2021a) deeply integrates character and lex-
ical knowledge in encoders. Several studies also
incorporate information from external lexicons for
support (Ma et al., 2019; Gui et al., 2019a; Jia et al.,
2020; Mai et al., 2022a; Mengge et al., 2020; Li
et al., 2020; Zhang and Yang, 2018).

Combining pictographic and semantic features
from different sources remains a challenge. MPM-
CNER (Mai et al., 2022b) introduced cross-modal
attention to integrate semantics, glyphs, and pho-
netics. MECT (Wu et al., 2021a) designed a
cross-transformer structure for modality interac-
tion, while VisPhone (Zhang et al., 2023) added a
selective fusion module to control the representa-
tion of characteristics. Similarly, CGR-NER (Gu
et al., 2023) proposed a feature selection function.

To the best of our knowledge, AHVE-CNER is
the first model to align features at both the glyph
image and glyph radical structure levels to enhance
Chinese NER tasks. This model combines con-
textual and Pinyin information for comprehensive
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Figure 2: The overall framework of AHVE-CNER. There are three parts from left to right besides the input Chinese
text. Encoder Layer transforms the input into three different modalities of information; Gated Pangu-π Cross
Transformer then aims to merge them in Fusion Layer; W2NER method is the key to decode previous features in a
novel way.

feature extraction. We use ViT (Dosovitskiy et al.,
2021) for the image feature extraction instead of
CNN to directly map stroke structures to specific
parts of Hanzi images. GRU (Cho et al., 2014)
is employed to condense component sequence fea-
tures of individual characters, and a multi-head self-
attention mechanism facilitates global information
interaction across characters. The Gated PanGu-π
Cross Transformer fusion method is proposed to
enhance non-linear interaction and optimize multi-
modal information integration.

3 The Proposed AHVE-CNER Model

The framework of AHVE-CNER is shown in Fig-
ure 2. It mainly consists of three blocks. The input
encoding part consists of the contextual encoder
BERT, the Pinyin encoder and the Glyph encoder
of the visual alignment structure. In the second
part, two improved Cross Transformers based on
Pangu-π (Wang et al., 2023) are used for the inter-
action between the three modal information. We
use W2NER (Li et al., 2022) framework for the
final word to word relationship based label predic-
tion.

3.1 Contextual Semantic Representation

Input the token converted from given text
{C1, C2, . . . , Cn} into BERT, and obtain the
contextual representation sequence EC =
{e1, e2, . . . , en}, where ei corresponds to the con-
textual representation of the characters Ci in the
given text, n is the length of the characters con-
tained in the text, EC ∈ R(n×dc), and dc is the
dimension of the output from BERT.

3.2 Visual Representation
As shown in Figure 3, the visual representation
module takes two inputs: Hanzi images and radical
information. Hanzi images are created in three writ-
ing styles using .ttf files, forming a three-channel
image. Radical information is extracted from each
character’s Structure Component (SC) using a dic-
tionary, which is available from the Online Xinhua
Dictionary2.

Step 1: The Hanzi image of size Ii ∈
R(3×32×32), with three layers of Chinese charac-
ters, is processed using ViT (Dosovitskiy et al.,
2021). The image is divided into 256 patches
Ip ∈ R256×(22·3), each with a 2-pixel side length.
These patches are arranged spatially and combined
with 1D learnable positional embeddings to form
the transformer input Ie. The output It is used
for Hanzi visual feature alignment, with Dpatch

representing the dimension of patch embeddings
after linear projection. We use Ep to represent the
projection matrix in the following formula:

Ie = [I1p ; I
2
p ; . . . ; I

256
p ]Ep + Eppos

Ep ∈ R(22·3)×Dpatch
(1)

It = TransformerEncoder(Ie) (2)

Step 2:Using the structural component dictio-
nary, each character is decomposed into a sequence
of vectors Se ∈ RlS×Dpatch , where lS represents
the length of the structure component vector se-
quence. To align the image with the radicals, we
use the SC embedding sequence as a query and
compute its attention with the image embeddings,
as described in Equation (3). This process enables
the SC to align with patch embeddings that corre-
spond to highly correlated parts of the image. The

2http://tool.httpcn.com/Zi/

http://tool.httpcn.com/Zi/
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Figure 3: Aligned Hanzi Visual Encoder. The left part in this picture indicates two types of inputs including Hanzi
image and the radical sequence; The middle part is the visual alignment encoder block; The right part aims to merge
sequentia radical features.

resulting vector sequence, Sattentione , integrates
radical information with visual features from the
Chinese character images.

Sattention_e = Attention(Se, It, It)

= Softmax(
SeI

T
t√

Dpatch

)It
(3)

Add GRU (Cho et al., 2014) to condense
Sattention_e and only keep the output of its last
layer as Gs_i. Stacked multiple GRU units is repre-
sented as

−−−→
GRU in Equation (4):

Gs_i =
−−−→
GRU(Sattention_e) (4)

To align the dimensions of the pronunciation
representation with those of the contextual repre-
sentation, we employ a linear layer for dimensional-
ity adjustment. Additionally, position embeddings
are added to GS for all characters to incorporate
positional information. The transformer encoder
subsequently processes the enhanced pronunciation
representations to produce the visual embedding
EG = g1, g2, . . . , gn.

3.3 Pinyin Representation
The pinyin sequence is processed following the
method outlined in VisPhone (Zhang et al., 2023),
which provides a systematic approach for extract-
ing phonetic features of Chinese characters. Us-
ing the PyPinyin3 toolkit, we extract the pinyin se-

3https://pypi.org/project/pypinyin, a toolkit em-
ploying deep learning to accurately determine the most appro-
priate pinyin based on context.

quence and tones for each Chinese character. The
toolkit supports multi-phonetic characters, such as
"银行-háng (Bank)", "很行-xíng (Absolutely
OK)". A pinyin sequence is composed of three
components in sequential order: initials (23 sym-
bols), finals (38 symbols), and tones (5 symbols).
In addition to the four standard tones, we include
the light tone as a special pronunciation, encoding
them numerically as 0-4.

Each Chinese character is decomposed into a
pinyin sequence consisting of three components.
Each component is mapped to a learnable vec-
tor representation. Subsequently, we apply one-
dimensional convolution followed by max-pooling
on the sequence of pronunciation embeddings to
derive a single pronunciation embedding vector
EP .

3.4 Fusion Layer

To integrate the contextual EC , visual EG, and
pronunciation EP representations, we propose the
Gated Pangu-π Cross Transformer. This approach
combines cross-modal attention and gating mech-
anisms to facilitate interactions between different
modalities, as illustrated in Figure 4.

The proposed method integrates visual and pro-
nunciation features with contextual embeddings
through a tri-modal gating unit, which facilitates
effective fusion of the three modalities. In this
framework, C → G and C → P denote the em-
beddings reconstructed from the contextual fea-
tures (C), enriched with complementary informa-

https://pypi.org/project/pypinyin
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Figure 4: Gated Pangu-π Cross Transformer. Aug-S is
the augmented shortcut method,and SIAF indicates the
series activation function.

tion from Graphics (G) or Pronunciation (P ). To
enhance nonlinear interactions, parallel and aug-
mented shortcut paths are introduced within the
model. Additionally, a Series Activation Func-
tion (SIAF) is applied in the feed-forward network,
utilizing multiple sequential activation functions
to perform successive affine transformations. As
detailed in Equation (5), the values QC , KG(P ),
and VG(P ) are computed by multiplying the em-
beddings EC , EG, and EP with distinct learnable
parameter matrices. For simplicity, K, V , and E
denote KG, VG, EG and KP , VP , EP , respectively,
as used in parallel computations.

QC,i

Ki

Vi

T

=

EC,iWC,Q

EK,i

EV,iWV

T

(5)

where each W is a learnable parameter matrix, and
i is the ith header after dividing the query, key
and value. The augmented cross-modal multi-head

attention mechanism is as Equation (6):

AMH(Q,K, V )

=MultiHead(Q,K, V ) + V

+
T∑
i=1

τi(V ; Θi)

(6)

τi(VG(P ); Θi) = σ(VG(P )Θi) (7)

V
′
=LN(AMH(Q,K, V ))

+ VG

(8)

where τi indicates the ith augmented shortcut func-
tion, T is the total number of parallel augmented
shortcut, Θi represents the ith matrix, and LN
means LayerNorm method. Then it will be pro-
cessed by the SIAF_MLP block as Equation (9):

SIAF_MLP (V
′
) =

(

n∑
i=1

σi(V
′
W

′
1i) + b

′
1i)W

′
2 + b

′
2

(9)

EC→G(P ) =

LN(SIAF_MLP (V
′

G(P )) + V
′

G(P ))
(10)

where σi indicates the ith nonlinear activation func-
tion, while W

′
1i

and W
′
2 are both matrices of linear

layer. The G(P ) in the formula subscript corre-
sponds to the calculation of the complementary
part of the Graphics(G) or Pronunciation(P ).

After sufficient feature interaction, we use a
multi-modal gating mechanism to selectively pass
the information represented by three different
modalities EC , EC→G and EC→P to dynamically
adjust their ultimate contribution: E

′
C

E
′
C→G

E
′
C→P

 =tanh (

 ECWfC + bfC
EC→GWfC→G

+ bfG
EC→PWfC→P

+ bfP

)
+

 EC

EC→G

EC→P


(11)

Z =σ(Concat(EC , EC→G, EC→P )WZ

+ bfZ )
(12)

Efusioni
= Zi

 ECi

EC→Gi

EC→Pi

 (13)

where WfC , WfC→G
, and WfC→P

∈
RDBERT×DBERT are learnable parameter matrices,
while bfC , bfG , and bfP are biases used to perform
affine transformations on the three different modal
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features. WZ ∈ R3·DBERT×3 calculates the
contribution of the three modal features, resulting
in Zi ∈ R3. A weighted sum is then used to
produce the output Efusioni

∈ RDBERT based on
these contributions.

The fused features are subsequently fed into
the W2NER decoding module (Li et al., 2022) for
word-word relation prediction and entity recogni-
tion.

4 Experiments

4.1 Experiments Settings

4.1.1 Datasets

We evaluate the performance of AHVE-CNER
model using two public Chinese NER datasets:
Weibo (Peng and Dredze, 2015) and Resume
(Zhang and Yang, 2018). The Weibo dataset con-
sists of social media posts, while the Resume
dataset contains resume data from Sina Finance.
We use the span method to calculate F1-score (F1),
precision (P), and recall (R). Statistical information
for these datasets is provided in Table 2.

4.1.2 Parameters

Radical and pinyin embeddings are randomly ini-
tialized. BERT’s hidden size is 768, with a weight
decay of 0.1. We employ 30 1-D convolution ker-
nels for CNN, similar to MECT and VisPhone.
Dropout rates are 0.3 for output and 0.5 for the
fusion layer. Other parameters are detailed in Ta-
ble 3. We used the SMAC algorithm to search for
the best hyper-parameters. Experiments are per-
formed on NVIDIA Tesla A40 48GB GPUs using
PyTorch.

4.1.3 Baselines

We compare the following baselines: Chinese-
BERT (Sun et al., 2021) and StyleBERT (Lv et al.,
2022), which incorporate additional Hanzi infor-
mation during pre-training. GlyNN (Song and Se-
hanobish, 2020), Glyce (Meng et al., 2019), and
GLexicon (Qi et al., 2023) use CNN structures
to capture Hanzi visual information. CGR-NER
(Gu et al., 2023) and FGN (Xuan et al., 2021) use
3D-CNNs to enhance interaction between adjacent
graphics. MFE-NER (Li and Meng, 2021) and
MECT (Wu et al., 2021a) convert Hanzi Wubi or
radicals into visual information. VisPhone (Zhang
et al., 2023) integrates Pinyin as additional phonetic
features alongside radical sequences.

Dataset Types Train Dev Test

Weibo
Sentence 1.35 k 0.27 k 0.27 k
Character 73.78 k 14.51 k 14.84 k

Entity 1.90 k 0.39 k 0.42 k

Resume
Sentence 3.8 k 0.46 k 0.48 k
Character 622.96 k 67.72 k 77.21 k

Entity 13.33 k 1.63 k 1.49 k

Table 2: Datasets details.

Hyper-parameter Range

Warm up [0.1, 0.2, 0.3]
Batch size [2, 4, 8]
Pinyin CNN kernel size [1, 2, 3]
learning rate [8e-4, 3e-3]
Pinyin/Radical lr [2e-4, 4e-4, 8e-4]
Pinyin/Radical emb size [64, 128, 256]
Pinyin/Radical emb drop [0.1, 0.2, 0.3]
Font style [楷体,仿宋,黑体]
ViT heads [4]
ViT layers [6]
Visual alignment head [4]
Aug-shortcut matrices num [4, 8, 12]
SIAF activate functions [Sig, ReLU, Tanh, LogSig]

Table 3: Parameters range.

4.2 Main Results

We compare AHVE-CNER against several repre-
sentative multi-modal Chinese NER models, along-
side the commonly used BiLSTM+CRF model,
which utilizes outputs from a BERT encoder. To
ensure consistency across experimental settings,
we adopt the same BERT-wwm model (Cui et al.,
2020) as utilized in MECT and VisPhone.

Comparison results on the Weibo and Resume
datasets are summarized in Table 4 and 5. Mod-
els are categorized into: (1) classic BERT models,
(2) models incorporating Hanzi glyph information
during BERT pre-training, and (3) models using
CNNs for Hanzi images or encoding Hanzi visual
information from radical sequences.

Weibo: Table 4 shows that adding LSTM and
CRF to pre-trained BERT yields an F1 score of
67.12%. Integrating Hanzi glyph processing into
BERT increases this to 70.80% (ChineseBERT),
demonstrating the benefit of Hanzi visual informa-
tion. Combining CNN-processed visual representa-
tions with BERT further improves the F1 score to
71.25% (FGN), outperforming Glyce and GlyNN.
MECT and VisPhone both use SC dictionary-
based visual information, with VisPhone achieving
70.79%, 0.36% higher than MECT due to addi-
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tional Pinyin representation. AHVE-CNER sur-
passes all with an F1 score of 73.09%.

Resume: Table 5 shows similar trends. Mod-
els processing Hanzi images for visual information
are generally more effective. FGN, using CNN
for Hanzi images, achieves the highest F1 score
of 96.79%, 1.01% higher than BERT with LSTM
and CRF. VisPhone, with an F1 score of 96.26%,
is 0.28% better than MECT. AHVE-CNER, com-
bining Hanzi images and SC, achieves the highest
F1 score of 97.02%.

Model Precision Recall F1

BERT-BiLSTM-CRF 66.88 67.33 67.12

StyleBERT - - 69.60
MFE-NER 70.36 65.31 67.74
ChineseBERT 68.75 72.97 70.80

Glyce 67.68 67.71 67.60
GlyNN - - 69.20
CGR-NER 70.23 71.70 70.70
GLexicon+BERT 71.04 70.29 71.24
FGN 69.02 73.65 71.25

MECT - - 70.43
VisPhone - - 70.79

AHVE-CNER 72.27 73.92 73.09

Table 4: Results obtained on Weibo(%).

Model Precision Recall F1

BERT-BiLSTM-CRF 96.12 95.45 95.78

StyleBERT - - -
MFE-NER 95.76 95.71 95.73
ChineseBERT - - -

CGR-NER - - -
GlyNN - - 95.66
Glyce 96.62 96.48 96.54
GLexicon+BERT 96.46 96.11 96.72
FGN 96.49 97.08 96.79

MECT - - 95.98
VisPhone 96.09 96.44 96.26

AHVE-CNER 96.81 97.23 97.02

Table 5: Results obtained on Resume(%).

Compared to BERT+LSTM+CRF, the results
demonstrate that both visual and pronunciation
information significantly enhance named entity
recognition. Incorporating this information exter-
nally rather than during BERT’s pre-training phase
proves more effective. AHVE-CNER outperforms
all other multi-source information Chinese NER

models on the Weibo and Resume datasets.

4.3 Ablation Results

To evaluate the contribution of each component
and the effect of Hanzi visual feature alignment,
we performed an ablation study. The experimental
settings involve the following configurations: (1)
removing the entire visual encoding structure; (2)
retaining only radical-based SC encoding by omit-
ting ViT-based graphics processing; (3) excluding
the Pinyin representation component; (4) substitut-
ing the fusion mechanism with simple concatena-
tion; (5) replacing the Pangu-π cross transformer
with a standard transformer encoder; and (6) replac-
ing the gated multi-modal unit (GMU) with simple
concatenation, with adjustments to GMU based on
the number of input modalities.

Method Precision Recall F1

AHVE-CNER 72.27 73.92 73.09

-W/o Vision 71.92 73.13 72.52 (-0.57)
-W/o ViT 72.08 73.29 72.68 (-0.41)

-W/o Pinyin 71.62 73.35 72.48 (-0.61)

-W/o Fusion 71.74 73.252 72.49 (-0.60)
-W/o Pangu-π 72.00 73.38 72.68 (-0.41)
-W/o GMU 71.71 73.77 72.73 (-0.36)

Table 6: Ablation with Weibo(%).

Method Precision Recall F1

AHVE-CNER 96.81 97.23 97.02

-W/o Vision 96.76 96.65 96.71 (-0.31)
-W/o ViT 96.57 96.97 96.77 (-0.25)

-W/o Pinyin 96.60 96.75 96.67 (-0.35)

-W/o Fusion 96.54 96.69 96.61 (-0.41)
-W/o Pangu-π 96.65 96.87 96.76 (-0.26)
-W/o GMU 96.84 96.97 96.90 (-0.12)

Table 7: Ablation with Resume(%).

Results obtained on Weibo and Resume datasets
are shown in Table 6 and 7. The content in the
tables is divided into several parts according to the
relationship between components. Compare all
those F1 scores, it can be seen clearly that: (1) both
visual and phonetic information of Hanzi sig-
nificantly improve word presentation from BERT
resulting in increasing 0.57%-0.61% on Weibo
and 0.31%-0.35% on Resume. (2) phonetic in-
formation obtained from Pinyin tends to be more
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influential than visual information as removing it
causes more declines than removing visual encoder.
(3) Gated Pangu-π cross transformer mostly in-
fluence the final feature presentation leads to 0.60%
and 0.41% improvement on Weibo and Resume
datasets.

4.4 Effectiveness of Visual Alignment
To demonstrate the effectiveness of the Hanzi vi-
sual alignment method, we conducted compara-
tive experiments by replacing visual coding com-
ponents with those from alternative models. The
experiments included: (1) applying a Wubi rad-
ical dictionary for Hanzi decomposition without
incorporating ViT-based visual embeddings; (2)
encoding radical embeddings without integrating
image-based visual features; (3) utilizing CNNs to
encode Hanzi images while excluding radical in-
formation; and (4) employing 3D-CNNs for visual
embedding generation. The results, as shown in Ta-
bles 8 and 9, are annotated as follows: ’♠’ denotes
radical visual embeddings without Hanzi image
integration, ’♣’ represents image-only encoding
without radical information, and ’Only Contextual’
corresponds to BERT embeddings without multi-
modal fusion, analogous to the W2NER baseline.

Module Precision Recall F1

AHVE-CNER 72.27 73.92 73.09
Only Contextual 70.84 73.87 72.32

Wubi♠ 71.70 73.57 72.62 (-0.47)
SC♠ 72.08 73.29 72.68 (-0.41)
CNN♣ 72.08 73.41 72.74 (-0.35)
3D-CNN♣ 72.32 73.46 72.89 (-0.20)

Table 8: Components Compare with Weibo(%).

Module Precision Recall F1

AHVE-CNER 96.81 97.23 97.02
Only Contextual 96.96 96.35 96.65

Wubi♠ 96.65 96.83 96.74 (-0.28)
SC♠ 96.57 96.97 96.77 (-0.25)
CNN♣ 96.85 96.83 96.84 (-0.18)
3D-CNN♣ 96.97 96.86 96.91 (-0.11)

Table 9: Components Compare with Resume(%).

The results can be summarized as follows: (1)
Structure Component (SC) encoding is superior
to Wubi for visual information at the radical level
on both datasets. (2) 3D-CNN provides better vi-
sual information extraction than simple CNN, with

F1 score improvements of 0.15% and 0.07%, re-
spectively. (3) Using Hanzi images for visual infor-
mation outperforms radical sequence information
alone, with gains of up to 0.27% on Weibo and
0.17% on Resume. (4) Aligning Hanzi images
with radicals, as in AHVE-CNER, achieves the
highest F1 scores, showing increases of 0.20% on
Weibo and 0.11% on Resume compared to using
only 3D-CNN. This demonstrates that the proposed
Hanzi visual feature alignment method is currently
the most effective for capturing pictographic fea-
tures of Chinese characters.

We conducted a case study to visualize attention
maps for two Chinese characters sharing identi-
cal SC sequences. As illustrated in Figure 5, the
method successfully differentiates and aligns iden-
tical radicals in distinct Hanzi characters to their
corresponding positions in the image, ensuring ac-
curate integration of structural and visual features.
It highlights the capability of the proposed method
to effectively integrate pictographic information
from Hanzi.

(a) Hanzi "古(ancient)". (b) Hanzi "叶(leaf)".

Figure 5: Case study: attention map of Hanzi picto-
graphic visual feature alignment method. These two
characters have exactly the same SC of "口(mouth)"
and "十(ten)". Different colors represent attention of
different radicals on the character and the yellow-green
part is the attention overlap area.

4.5 Analysis in Efficiency
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Figure 6: Relative inference speed of each model. The
FLAT part in MECT and Visphone are set on non-
parallel conditions.

We compare the non-parallel inference speed
of MECT and Visphone with AHVE-CNER on a
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NVIDIA Tesla A40 card, setting batch size = 4 and
batch size = 1. We use the Visphone as the standard
and calculate the other models’ relative inference
speed. The results are shown in Figure 6. The re-
sults indicate that MECT and VisPhone, both based
on the FLAT structure, are slower than W2NER,
which utilizes an LSTM structure, in non-parallel
inference tasks. AHVE-CNER is 27% slower than
W2NER, but it still outperforms VisPhone in terms
of efficiency. However, the LSTM structure’s inher-
ent limitations prevent it from being optimized for
parallel acceleration, leading to a slower reasoning
speed compared to parallelable models.

5 Conclusion

This paper introduces AHVE-CNER, a novel Chi-
nese NER model enhanced by visual information
alignment. The proposed method integrates pronun-
ciation and multi-source glyph information. Specif-
ically, it employs a Vision Transformer (ViT) to
process Hanzi images and aligns the extracted fea-
tures with structural component encodings. The
Gated PanGu-π Cross-Transformer is then used
to fuse visual, pronunciation, and contextual in-
formation, with the PanGu-π module designed to
enhance cross-modal interactions. Experimental
results on the Weibo and Resume datasets demon-
strate that multi-source alignment of Hanzi visual
information significantly outperforms other visual
feature extraction methods in Chinese NER. Fu-
ture work will explore the integration of Chinese
word-level information to further enhance model
performance. Additionally, we aim to extend the
application of AHVE-CNER to a broader range of
Chinese NER datasets and other NLP tasks.
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