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Abstract

The rise of large language models (LLMs) gen

erating humanlike text has raised concerns

about misuse, especially in lowresource lan

guages like Urdu. To address this gap, we intro

duce the HLU dataset, which consists of three

datasets: Document, Paragraph, and Sentence

level. The documentlevel dataset contains

1,014 instances of humanwritten and LLM

generated articles across 13 domains, while the

paragraph and sentencelevel datasets each con

tain 667 instances. We conducted both human

and automatic evaluations. In the human eval

uation, the average accuracy at the document

level was 36.5%, while at the paragraph and

sentence levels, accuracies were 76.95% and

82.09%, respectively. For automatic evalua

tion, we finetuned the XLMRoBERTa model

for both monolingual and multilingual settings

achieving consistent results in both. Addition

ally, we assessed the performance of GPT4

and Claude3Opus using zeroshot prompting.

Our experiments and evaluations indicate that

distinguishing between human and machine

generated text is challenging for both humans

and LLMs, marking a significant step in ad

dressing this issue in Urdu. The evaluation,

dataset 1, and code 2 is accessible publicly for

research purpose.

1 Introduction

The increased usage of large language models

(LLMs) is aiding the generation of text that closely

resembles human writing (Zheng et al., 2023; Ab

dullin et al., 2024). Whereas LLMs demonstrate

remarkable proficiency in various natural language

processing (NLP) tasks (Nozza et al., 2022); (Xiao

and Chen, 2023); (Potter and Palmer, 2023) and

(Mitchell et al., 2023), their potential misuse for

spreading misinformation (Chen and Shu, 2023),

1https://huggingface.co/datasets/iqraali/Urdu
HumanvsMachineDataset

2https://huggingface.co/iqraali/humanvsllm

Figure 1: Overview of our proposed dataset.

and disrupting educational systems (Wang et al.,

2023) has raised immediate concerns. Even, In the

banking sector, traditional machine learning based

models, such as those described in (Aurna et al.,

2024), can be effectively replaced by the adoption

of large language models (LLMs). In paraphrase

generation tasks, machines can detect paraphrased

text (Ali et al., 2024), yet identifying the source of

such text remains uncertain. This underscores the

urgent need to develop automated systems capa

ble of detecting machinegenerated text (Mitchell

et al., 2023; Wang et al., 2023). Recent studies

have shown that even humans struggle to differ

entiate between humangenerated text (HGT) and

machinegenerated text (MGT) (Gehrmann et al.,

2019); (Singh et al., 2024).

In the past the datasets and models have been

developed for highresource languages like English

(Hasan et al., 2021), Japanese (Wang et al., 2024a;

Das et al., 2024), Chinese (Guo et al., 2023a) and

more. Yet, the lowresource languages such as Urdu

remain underexplored. Moreover, previous work

has primarily focused on documentlevel detection,

with little focus on finegrained detection at the sen

tence and paragraph levels, which is crucial given

users’ tendency to modify parts of texts using LLMs

(Mitchell et al., 2023; Wang et al., 2023).

To address the above gaps, we introduce the HLU

dataset. (See Figure 1)

 We proposed three datasets across 13 domains:
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Documentlevel (1,014 instances), Paragraphlevel

(667), and Sentencelevel (667) for humanwritten

and LLMgenerated text.

 Human evaluation revealed average accuracy of

36.5% at the document level, 76.95% at the para

graph level, and 82.09% at the sentence level, high

lighting the difficulty for humans in distinguishing

between human and machinegenerated text.

 We finetuned the XLMRoBERTa achieving F1

scores of 84.5% (paragraph) and 70.6% (sen

tence).We can see that when given more data the

model performs better but human performs best

when given short texts.

2 Related Work

Ongoing efforts aim to develop datasets for detect

ing human vs LLMgenerated text (see Table 1).

Human Detection: The Turing Test (Oppy and

Dowe, 2003) is used to evaluate chatbot responses

by assessing whether texts are human or machine

generated, a standard method for evaluating genera

tion systems (Lowe et al., 2017; Van Der Lee et al.,

2019; Kreps et al., 2022; Gehrmann et al., 2019).

Van Der Walt and Eloff (2018) emphasize the need

for human ability to identify fake content.

Automatic Detection: DetectGPT (Mitchell et al.,

2023) assumes LLMgenerated texts have lower

model probability than human texts, while Tur

nitin (Batane, 2010) and blackbox detection utilize

APIlevel access for classification (Dugan et al.,

2020). Guo et al. (2023a) explored text character

istics through finetuning pretrained models on

questionandanswer datasets.

3 Dataset Creation

The data creation process is outlined in subsections.

3.1 Data Source

We used Wikipedia4 (see Figure 3 in Appendix A),

for our data collection. To construct our LLM

generated part, we utilized GPT3.5turbo and GPT

4turbo viaAPI. LLM access via API was preferred

due to concerns regarding potential data leakage

and privacy issues (Balloccu et al., 2024).

3.2 Documentlevel Data

Humanwritten Data: After deciding the source

of the data, we diversified our dataset with 13 cate

gories because articles about these categories are

4https://en.wikipedia.org/wiki/Urdu

widely available in Wikipedia. We manually col

lected 338 humanwritten articles 26 per category,

written by humans to build our corpus over a dura

tion of 2 to 3 months. (see Table 8 in Appendix B)

Prompting for LLMgenerated Data: After fi

nalizing the categories, we leveraged incontext

learning (Brown et al., 2020) and prompt engineer

ing with GPT3.5turbo and GPT4turbo to create

an LLMgenerated corpus. This process involved

iteratively refining the prompts through a cycle of

design, execution, and analysis of outputs until we

derived prompts that effectively met the require

ments of our study. We collected 338 articles each

by prompting GPT3.5turbo and GPT4turbo for

13 categories. The prompt is presented in Table ??.

SelfCriticism: It has gained attention in recent

years (Tan et al., 2023; Peng et al., 2023; Asai et al.,

2023). We prompted GPT3.5turbo and GPT4

turbo to engage in selfcritique of their generated

textual outputs. We evaluated four key areas of

potential error (Dugan et al., 2020) (see Q1Q6 in

Table 2). Details in Appendix D.

3.3 Paragraph, Sentence Level Data

For building the paragraphlevel dataset, we uti

lized our documentlevel dataset consisting of 1,014

entries. We methodically extracted groups of sen

tences, each comprising three or more sentences,

from our articles to create paragraphs, resulting in

667 instances for our paragraphlevel dataset. To

create the dataset at the sentence level, we treat

one or more words expressing a complete thought,

statement, question, or command as individual sen

tences, resulting in a total of 667 instances.

3.4 Data Statistics

Table 9 in Appendix C depicts the word counts

from 22,051 (sentence level) to 110,965 (document

level). Vocabulary richness (TTR) improves from

0.22 to 0.71 and maximum word counts range from

91 (sentence) to 738 (document).

3.5 Example of Text from Human, GPT3.5

and GPT4

The example text in Table 3 shows the unique differ

ences produced by humans, GPT3.5, and GPT4.

4 Evaluation

We have performed two types of evaluation: human

evaluation and automatic evaluation.

https://en.wikipedia.org/wiki/Urdu
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Corpus Name Size Source Language Domain

HC3 (Guo et al., 2023a) 84K (train) ChatGPT En Q/A, CS.
M4 (Wang et al., 2024b) 147K Multiple Multiple General

GPT2 Output 3 250K (train) GPT2 En Web
GPABenchmark (Liu et al., 2023) 1,200K (train) GPT3.5 En SW
Deepfake (Altuncu et al., 2022) 319K (train) GPT, LLaMA, etc. En News, Q/A, etc.
HLU (Ours) 1,014 Wikipedia, GPT3.5, GPT4 Ur General (13 categories)

Table 1: Existing Human vs LLMgenerated text detection dataset.

Input Prompt in English and Urdu

Please generate a short story in the Urdu language, describing the life of a fictional character. Use simple yet engaging language and avoid overly complex vocabulary.

۔ےرکنایبوکیگدنزیکرادرکیلایخکیاوج،ںیرکرایتیناہکرصتخمکیاںیمنابزودرامرکہارب ۔ںیرکزیرگےسظافلاہدیچیپہدایزرواںیرکلامعتسانابزشک�لدنکیلہداس
Q1. How effectively does the generated text convey the emotions and personality of the character?

؟ےہاترکشیپےسےقیرطرثؤمانتکوکتیصخشرواتابذجےکرادرکنتمہدرکرایت-1
Q2. On a scale of 1 to 5, how well does the story maintain coherence from beginning to end?

؟ےہاتہررارقربکتدحسکلسلستکترخآےسزاغآاکیناہک،رپےنامیپےک5ےس2-1
Q3. Does the generated text reflect cultural and contextual understanding?

؟ےہاترکرہاظوکمیہفتیکقابسوقایسروایتفاقثنتمہدرکرایتایک-3

Q4. Are there any repetitive phrases or ideas in the text?

؟ںیہتالایخایےلمجےئگےئارہدیئوکںیمنتمایک-4
Q5. Are there any logical inconsistencies in the events or character actions?

؟ںیہتاداضتیقطنمیئوکںیملامعاےکرادرکایتاعقاوایک-5
Q6. Does the text meet the requirements of being simple and engaging as instructed?

؟ےہاترتااروپرپتایادہیکےنوہشک�لدرواہداسنتمایک-6

Table 2: Prompt used to evaluate LLMgenerated Urdu stories

Type Text in Urdu with English Translation

Human ،راقیسوم،لاوقیناتسکاپمیظعناخیلعحتفترصنداتسا

۔ےھتراکولگےکیلاوقرپروطیداینبروارٹکیرئاڈیقیسوم
Ustad Nusrat Fateh Ali Khan was a great Pakistani Qawwal, composer,

music director, and mainly Qawwali singer.

GPT3.5 ےکیراکولگفورعمیکناتسکاپناخیلعحتفترصن

ںیمایندیکیقیسومرھبیگدنزینپاےنںوہنجےھتہاشنہش

۔ایکمئاقوکدوخ
Nusrat Fateh Ali Khan was the famous singing emperor of Pakistan who

established himself in the world of music throughout his life.

GPT4 رپروطےکہاشنہشےکیلاوقںیہنج،ناخیلعحتفترصن

ےنںوہنجےھتراکولگفورعمےکناتسکاپ،ےہاتاجاناج

۔ایانبلوبقمرپحطسیملاعوکیقیسومیلاوق
Nusrat Fateh Ali Khan, known as the Emperor of Qawwali, was a

renowned Pakistani singer who popularized Qawwali music globally.

Analysis The example text from our corpus demonstrates the degrees of emotional

expression, engagement, and language complexity between humans,

GPT3.5, and GPT4. The human text expresses genuine emotion and

engagement, the GPT3.5 generated text lacks depth and emotional touch.

In contrast, the GPT4 text showcases a higher level of sophistication and

language complexity, reflecting its ability to produce detailed content.

Table 3: Comparison of text generation between humans

and GPT models in Urdu

4.1 Human Evaluation

The human evaluation is based on the Turing Test

at document level. The Turing Test (Oppy and

Dowe, 2003) tests a machine’s ability to exhibit

intelligent behavior that is indistinguishable from

a human. We invited two evaluators: one who has

used, and one who has not used GPT. To conduct the

human evaluation, we introduced three subtasks.

Task1: In this task, human annotators are given

one article at a time and they have to guess if it has

been written by humans, GPT3.5 or GPT4

Task2: We frame the detection problem as a

binary classification task over one article: given an

excerpt from a text, label it as either humanwritten

or LLMgenerated.

Human vs GPT3.5: Human annotators are pro

vided with two articles from the same category at a

time, and they have to guess which article is from

human and which one is from GPT3.5.

Human vs GPT4: Similarly, human annotators

are provided with two articles from the same cate

gory at a time, and they have to guess which one is

from human and which one is from GPT4.

Task3: Human annotators are provided with

three articles at a time, and they have to determine

which one is from human and which one is from

GPT3.5 and GPT4.

4.1.1 Annotation Guidelines

Two native Urduspeaking annotators, aged 2030

with backgrounds in computer science and bio

science were tasked with annotating the documents,

paragraphs, and sentences. The annotation guide

lines were adapted from previous works (Dugan

et al., 2020; Wu et al., 2024) for consistency and

accuracy in the evaluation process. These guide

lines were provided to the annotators to ensure a

clear understanding of how to evaluate the different

types of text.

 Humanwritten text: The annotators were ad

vised to evaluate humanwritten text, which is ide
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Figure 2: Comparison of accuracy provided by humans

for Task 1, Task 3 and Task 2. All evaluations are at

document level.

ally characterized by the nuances of human thought

processes and creativity. Such text mostly includes

idiosyncrasies, personal narratives, story and an in

dividual style that reflects the author’s experiences

and perspectives. Human authors tend to exhibit in

consistencies, shifts in tone, and occasional errors,

which convey a natural, less structured approach to

writing. Additionally, humanwritten text demon

strates a deep understanding of context, cultural

references, and emotional intelligence, making it

contextually rich and adaptable.

 Machinegenerated text: In contrast, machine

generated text, created through sophisticated algo

rithms like GPT3.5 and GPT4, can imitate hu

man writing styles and show high levels of coher

ence and grammatical correctness. However, the

annotators were briefed to remember that such text

may lack creativity and a personal touch. Machine

generated text tends to be very consistent, main

taining a uniform style and tone, but it may also

present inconceivable facts or awkward phrasing

due to its reliance on statistical patterns rather than

realworld understanding. Furthermore, machine

generated text can struggle with tasks that require

deep contextual, cultural or emotional knowledge.

4.1.2 Documentlevel Evaluation Results

IAAResults: The IAA score between two evalua

tors per task, measured by Cohen’s Kappa (Cohen,

1960), is shown in Table 4.

Task1 Task2: HvsGPT3.5 Task2: HvsGPT4 Task3

0.0273 0.0563 0.0098 0.0242

Table 4: Documentlevel IAA scores.

Human Evaluation Accuracy – Document level:

Figure 2 demonstrates that annotator 1, who was

familiar with ChatGPT, achieved higher accuracy

than annotator 2. Human evaluators found it chal

lenging to distinguish between GPTgenerated and

humanwritten texts, with an average document

level accuracy of 36.5%, only slightly better than

random guessing. Details in Appendix F.

4.1.3 Paragraph, Sentence Level Evaluation

Results

IAAResults: Annotator agreement at both the para

graph and sentencelevel is shown in Table 5.

IAA GPT3.5 GPT4

Paragraph 0.7568 0.6993
Sentence 0.8845 0.7259

Table 5: Paragraph and sentencelevel IAA scores.

Human Evaluation Accuracy – Paragraph and

Sentence level: We performed human evaluation

for Urdu achieving accuracy of 81.7% and 82.6%

at sentence and paragraph level.

Task Size F1 Scores

Paragraph Sentence

HvsGPT3.5 667 0.7695 0.7272

HvsGPT4 667 0.8179 0.8209

Table 6: Performance at Paragraph and Sentence levels.

4.1.4 Discussion

The document, Paragraph and Sentence level re

sults indicating that as the text length increases,

it becomes more difficult for humans to differen

tiate between human and machinegenerated con

tent. This also suggests that GPT’s text generation

for Urdu is highly advanced, as human annotators

struggled to distinguish between texts.

4.2 Automatic Evaluation

We deployed XLMRoBERTa5 (Conneau et al.,

2020), in our experiments. The batch size is set

to 16, the number of epochs to 5, and the learning
rate to 1e− 5.

4.2.1 Monolingual Settings

Binary classification (Our data): At paragraph

level and sentencelevel, we trained a XLM

RoBERTa classifier to distinguish between Human

5https://huggingface.co/xlm-roberta-base

https://huggingface.co/xlm-roberta-base
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Classification Data (%) Size F1score

HLU Ours – Only Ur

Paragraph

Human vs GPT3.5 100 667 0.8451

75 508 0.8246

50 338 0.6410

Human vs GPT4 100 667 0.8451

75 508 0.8421

50 338 0.7842

Sentence

Human vs GPT3.5 100 667 0.7035

75 508 0.6842

50 338 0.6619

Human vs GPT4 100 667 0.7655

75 508 0.7193

50 338 0.6763

HC3 (Guo et al., 2023b) – Only En

Human vs M – 667 0.7478

– 24,321* 0.9500

MULTITuDE (Macko et al., 2023) – w/o Ur

Human vs GPT3.5 – 667 0.6302

Human vs GPT3.5 – 16,292* 0.8444

Human vs GPT4 – 667 0.7728

Human vs GPT4 – 16,292* 0.8687

M4 (Wang et al., 2024b) – w/ Ur

Human vs M – 667 0.7520

Human vs M – 16,000* 0.8652

Table 7: Automatic evaluation at monolingual and mul

tilingual settings by finetuning XLMRoBERTa.

and GPT3.5, and Human and GPT4 texts, respec

tively. We used the training data of our Urdu corpus

at data regimes: 50%, 75%, and 100%.

Binary Classification (En): For the English lan

guage comparison, we finetuned XLMRoBERTa

on the dataset introduced by Guo et al. (2023b),

referred to as HC3. Initially, we finetuned XLM

RoBERTa on 667 instances, followed by an the

whole dataset 24,321. This process resulted in F1

scores of 74% and 95%, respectively.

4.2.2 Multilingual Settings

Binary Classification (MULTITuDE): For the

multilingual comparison, we finetuned XLM

RoBERTa using MULTITuDE Macko et al. (2023)

dataset which includes: en, es, ru, nl, ca, cs, de,

zh, pt, ar, uk. To ensure a fair comparison, we

specifically used data generated by GPT3.5turbo

and GPT4, along with humanwritten instances.

In our experiments we used two data regimes 667

and 16,292. The F1 scores are 63.02% for Human

vs GPT3.5 which shows a decline in F1 score as

compared to our dataset, at sentencelevel.

Binary Classification (M4): In our experiments we

compared our dataset, HLU, with the multilingual

M4 (Wang et al., 2024b) dataset which includes

Urdu. The Urdu text in M4 was created using gpt

3.5turboinstruct version davincitext003. The

F1 scores are 75.20% and 86.52% which shows

given more data the model F1 scores improves. Our

experiment results with M4 not only emphasize the

observation that more data leads to better text clas

sification but the results are consistent in both the

monolingual and multilingual settings. This find

ing emphasizes the contribution of our proposed

dataset.

4.2.3 Zeroshot Prompting of LLM:

We performed evaluation with LLM, i.e., GPT4o

and Claude3Opus, via zeroshot prompting but

both LLM struggled to distinguish between human

written and LLMgenerated texts. See Appendix G

for prompt.

4.2.4 Results:

Table 7 shows that XLMRoBERTa classifier per

forms best when more data is given. In all cases,

XLMRoBERTa performed best for 100% data,

and the performance decreases with decreasing

data size. We can see that when given more data

the model performs better but human performs

best when given short sentences with the F1 score

of 82% at sentence level in Urdu. Yet, XLM

RoBERTa finetuned on English data performs bet

ter with more context, but given the same data (667)

as ours, it performed worse than Urdu.

5 Conclusion

Our findings indicate that it is difficult for humans

to differentiate between human vs LLMgenerated

texts. The average accuracy under human evalua

tion at document level is 36.5%, which shows that

it is difficult for humans to differentiate between hu

man vs LLMgenerated text as the textgeneration

ability of GPT is good for Urdu language.

For the automatic evaluation, when XLM

RoBERTa is finetuned, F1scores are 84.5% and

70.6% at paragraph and sentence level for Urdu.

However, F1scores for human evaluation at para

graph and sentence level are 81.7% and 82.6%.

Thus, it is increasingly important to develop cor

pora for underrepresented languages to train the

textdetection classifiers and our evaluations high

lights that we need more of such datasets to train

models for text detection tasks in Urdu.
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6 Limitations

6.1 Limited Annotators

Our human evaluation was conducted with only

two annotators, which may not fully represent the

diversity of human judgment in detecting human

vs LLMgenerated text.

6.2 Models from the Same Family

All models used for text generation are from the

same family, i.e. GPT. The lack of support for Urdu

in most of the LLMs holds a major challenge for

performing automatic evaluations in Urdu.

6.3 Controlled Length

For our task we used length constraints during text

generation using GPT3.5 and GPT4. Controlled

length summarization (JuseonDo et al., 2024) is

important for producing concise and precise text

adjusted to specific requirements, such as space

limited contexts or userdefined preferences. How

ever, models often struggle with length control due

to limited model capabilities and the absence of

inherent mechanisms for constraint handling.

6.4 Adoption of Single Template

We used a singletemplate approach for generating

text. As discussed in (Sakai et al., 2024) using

multiple templates ensures a more robust and fair

evaluation of model capabilities by considering the

variability in performance across different prompts,

our decision to use a single template is driven by

specific constraints like uniformity in data collec

tion.
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A Appendix

We collected the human written articles from

Wikipedia and example is shown in Figure 3.

Figure 3: An exemplar article in Urdu Wikipedia.

B HumanWritten Data Categories

The dataset contains 13 categories as mentioned in

Table 8.

Category # of Articles

1 Famous Personality 26 7 3
2 Sports 26 7 3
3 Health 26 7 3
4 Science and Technology 26 7 3
5 Events 26 7 3
6 Crime and Law 26 7 3
7 History 26 7 3
8 Countries 26 7 3
9 Hobbies 26 7 3
10 Food 26 7 3
11Movies 26 7 3
12 Natural Disaster 26 7 3
13 Animals 26 7 3

Total = 338 + 338 + 338 = 1,014

Table 8: Categories and the number of articles collected

fromWikipedia, GPT3.5, and GPT4.

C Combined Dataset Characteristics at

Sentence, Paragraph, and Document

Levels

The Table 9 shows that our corpus is diverse, mak

ing it a realistic, robust resource for the human vs

LLM generated textdetection task.

D Criteria of SelfCriticism

To explore the phenomena of selfcriticism in large

language models (LLMs) like GPT3.5 and GPT

4, we prompted these models to selfcritique their

generated articles. The process was evaluated on

four key areas of potential error or improvement:

repetition, commonsense errors, factual errors, and

incoherence and topic drift.
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Metric Level Count

Total words Sentence 22,051

Paragraph 35,051

Document 110,965

Total unique words Sentence 4,895

Paragraph 11,399

Document 17,567

Average length Sentence 23.97

Paragraph 30.15

Document 168.15

Vocabulary richness (TTR) Sentence 0.22

Paragraph 0.51

Document 0.71

Label Level Human GPT3.5 GPT4

Max no. of words Sentence 91 85 98

Paragraph 120 85 98

Document 467 677 738

Min no. of words Sentence 4 7 6

Paragraph 21 15 18

Document 35 49 58

Mean of words Sentence 22.4 21.2 21.4

Paragraph 22.7 21.9 21.9

Document 22.7 21.9 21.9

Median of words Sentence 21 20 20

Paragraph 21 20 20

Document 41 37 38

Vocabulary Size (V) Sentence 1,007 1,174 1,088

Paragraph 2,857 2,174 2,088

Document 2,857 2,174 2,088

Density (D) Sentence 23.6 19.2 21.7

Paragraph 37.6 30.2 28.7

Document 37.6 30.2 28.7

Table 9: Data Characteristics at Sentence, Paragraph,

and Document Levels

Repetition: We prompted the models to assess its

response for any redundant use of words or phrases,

or unnecessary copy of information.

Commonsense errors: The model was prompted

to review its answers for errors that violate basic

rules of logic, general knowledge, or common un

derstanding.

Factual errors: The model was prompted to ver

ify its accuracy of the information it provided, iden

tifying any inaccuracies or falsehoods.

Incoherence and topic drift: The model was

asked to evaluate the logical flow of its answers, as

well as to check for sudden shift in subject matter

without clear transitions.

D.1 Example of GPT3.5 and GPT4

SelfCriticism Responses

See Table 10 and 11 for example of self criticism

from GPT3.5 and GPT4.

D.2 SelfCriticism Results

In comparing the selfcriticism responses between

GPT4 and GPT3.5, we found that GPT4 is good

Question GPT4 SelfCriticism Response

Q1 راتسلادبعباوجہی:تلثاممیکریرحتیناسنا

تالیصفتیکماکےکناروایگدنزیکیھدیا

سیلسحرطیکریرحتیناسناوج،ےہاترکشیپ

یدارفنادیزمںیمسا،مہات۔ےہیتامولعمروا

ںیہےتکساجےیکلماشےصقیتاذرواتالیصفت

۔وہہفاضاںیمیئارہگرواطبریناسناہکات
Similarity of Human Writing: This answer details the life

and work of Abdul Sattar Edhi, which is as smooth and in

formative as human writing. However, it can include more

individual details and personal anecdotes to add human con

nection and depth.

ےکبحاصیھدیاںیمنتم:شئاجنگیکیرتہب

یکتابرجتیتاذےکناایتامادقاصاخھچک

ےنھڑپہکاتںیہیتکساجیکلماشںیلاثمدیزم

ےسبیرقہدایزاکتیصخشیکناوکےلاو
۔وہساسحا

Room for improvement: The text could have included more

examples of some of Edhi Sahib’s specific actions or his

personal experiences so that the reader gets a closer sense of

his personality.

Q2 دامتعااریم:(رپےنامیپ5ےس1)حطسیکدامتعا

یکتامولعمںیمسا۔ےہ4رپباوجسا

نکیل،ےہایگاھکرلایخاکلیصفتروایگتسرد

۔ےہیتہرشئاجنگیکیرتہبہشیمہ
Confidence level (on a scale of 1 to 5): My confidence is 4

on this answer. Care has been taken to ensure the accuracy

and detail of the information, but there is always room for

improvement.

Q3 فارگاریپرہ۔ےہںیہنرارکتںایامنیئوکںیمنتم

۔ےہاترکرگاجاوکںؤولہپفلتخم
There are no significant repetitions in the text. Each para

graph highlights a different aspect.

Q4 یئاپںیہنںایطلغمہفماعحضاویئوکںیمنتم

۔ںیتاج
There are no obvious common sense errors in the text.

Q5 ںیمنتم،ےہکتدحیکملعےریمکتںاہج

۔ںیہںیہندوجومںایطلغیتقیقحیئوک
To the best of my knowledge, there are no factual errors in

the text.

Q6 ںیہنیبارخیکعوضوماییطبرےبیئوکںیمنتم

ناروایگدنزیکیھدیاراتسلادبعہی۔یتاجیئاپ

۔ےہاترکشیپےسےقیرطرثؤموکماکےک
There is no incoherence or distortion of subject matter in the

text. It effectively presents the life and work of Abdul Sattar

Edhi.

Table 10: GPT4 SelfCriticism Response

in providing detailed critiques of its own answers

as compared to GPT3.5.

GPT4 response displays specific details and con

siderations, showcasing a deep level of analysis and

mirroring on the clarity, completeness, and purpose

of its generated content. While, GPT3.5’s response

is more general and less specific, indicating a lower

level of selfcriticism compared to GPT4.

E Implementation Settings

Model Size Table 12 shows the model size pa

rameters.
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Question GPT3.5 SelfCriticism Response

Q1 ہکنویکےہلثاممتہبےسریرحتیناسناداومہی

ںوروناجںیملکشیکتحاضوہدوجومںیمسا

۔ںیہیئگیکمہارفتامولعمیک

This material is very similar to human writing in that it pro

vides animal information in the form of an existing descrip

tion.

Q2 اتھکردامتعارپ4ںیمےرابےکباوجےنپاںیم

۔ںوہ
I am confident about my answer 4.

Q3 ۔ےہںیہنرارکتیئوکںیمنتم،ںیہن
No, there is no repetition in the text.

Q4 ۔ںیہںیہنںایطلغمہفماعںیمنتم

There are no common sense errors in the text.

Q5 ۔ےہںیہنیطلغیتقیقحیئوکںیمنتم
There are no factual errors in the text.

Q6 دیزمھچکرگانکیل،ےہںیہنیطبرےبںیمنتم

دیزموکعوضوموتںیئاجیکلماشتالیصفت

۔ےہاتکساجایانبحضاو
The text is not incoherent, but the subject could be made

clearer if a few more details were added.

Table 11: GPT3.5 SelfCriticism Response

Model XLMRoberta

Parameters 279M

Table 12: Specifications of the XLMRoberta Model

Hyperparameters: We have used the hyperpa

rameters defined in Table 13.

Parameter Value

Batch Size 16

Optimizer Adam

# Epochs 5

Sequence Length 50

Learning Rate 1e5

Table 13: Training Parameters

Parameters For Packages We have used the

packages showcased in Table 14.

F Human Evaluation

From the Figure 4, 5, we can see the overall heat

map of Annotator 1 and 2 across Task 1, 2 and 3.

Whereas Figure 6, 7, 8, 9, shows the heatmap

across all 13 categories of Annotator 1 and 2. The

Figure 10, 11 is the barplot of overall number of

correct Labels, number of wrong Labels, 1 correct

2 wrong Labels for Annotator 1 and 2. Figure 12

shows the comparison between Annotator 1 and

Annotator 2.

Packages Version

Transformers 4.41.2

Scikitlearn 1.2.2

Seaborn 0.12.2

Matplotlib 3.7.5

Table 14: Parameters For Packages

G ZeroShot Prompting for GPT4o and

Claude3Opus

We performed evaluation with LLM, i.e., GPT4o

and Claude3Opus via API i.e.,gpt4turbo2024

0409 and claude3opus20240229 respectively,

via zeroshot prompting but both LLM struggled

to distinguish between humanwritten and LLM

generated texts. See Table 15.
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Figure 4: Heatmap of Annotator 1 across Task1, Task2,

Task3

Figure 5: Heatmap of Annotator 2 across Task1, Task2,

Task3
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Figure 6: Heatmap Per Category Annotator 1 and 2: Task 1.
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Figure 7: Heatmap Per Category Annotator 1 and 2, Task 2: Human vs GPT3.5.

Figure 8: Heatmap Per Category Annotator 1 and 2, Task 2: Human vs GPT4.
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Figure 9: Heatmap Per Category Annotator 1 and 2, Task 3.

Figure 10: Task 3: OverAll No of Correct Labels,No of Wrong Labels,1 Correct 2 Wrong Labels for Annotator 1.
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Figure 11: Task 3: OverAll No of Correct Labels,No of Wrong Labels,1 Correct 2 Wrong Labels for Annotator 2.

Figure 12: Task 3: Comparison Between OverAll No of Correct Labels,No of Wrong Labels,1 Correct 2 Wrong

Labels for Annotator 1 and 2.
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Prompt for Analysis

You are a team of AI language analysis experts tasked with determining whether a given sentence

was written by a human or generated by a machine. Each of you will analyze the sentence from a

unique linguistic perspective and then collaborate to reach a final verdict.

The personas are:

1. Linguistic Patterns Persona  Looks for natural flow, idioms, and cultural references common in

human writing

2. Word Choice Persona  Analyzes word choice for appropriateness, context, and nuance typical of

human writers

3. Grammar Persona  Checks grammatical accuracy including sentence structure, verb conjugation,

and subjectverb agreement

4. Consistency Persona  Looks for consistency in tone, style, and context which is often more

coherent in human writing

5. Complexity Persona  Evaluates complexity and depth, as human writing often includes subtleties

and nuances

Here is the sentence to analyze:

<sentence>

{{SENTENCE}}
</sentence>

<persona_analysis>

Linguistic Patterns Persona: <analysis>...</analysis>

Word Choice Persona: <analysis>...</analysis>

Grammar Persona: <analysis>...</analysis>

Consistency Persona: <analysis>...</analysis>

Complexity Persona: <analysis>...</analysis>

</persona_analysis>

<collaboration>

Linguistic Patterns Persona: <thoughts>...</thoughts>

Word Choice Persona: <thoughts>...</thoughts>

Grammar Persona: <thoughts>...</thoughts>

Consistency Persona: <thoughts>...</thoughts>

Complexity Persona: <thoughts>...</thoughts>

<discussion>...</discussion>

<consensus>

After analyzing the sentence and discussing our findings, we have reached the following consensus:

...

</consensus>

<result>

Based on our analysis, we classify this sentence as [human written/machine generated].

</result>

Table 15: Prompt template for LLM Evaluation
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