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Abstract
Sign Language Translation (SLT) bridges the
communication gap between deaf and hearing
individuals by converting sign language videos
into spoken language texts. While most SLT
research has focused on bilingual translation
models, the recent surge in interest has led
to the exploration of Multilingual Sign Lan-
guage Translation (MSLT). However, MSLT
presents unique challenges due to the diversity
of sign languages across nations. This diver-
sity can lead to cross-linguistic conflicts and
hinder translation accuracy. To use the simi-
larity of actions and semantics between sign
languages to alleviate conflict, we propose a
novel approach that leverages sign language
families to improve MSLT performance. Sign
languages were clustered into families automat-
ically based on their Language distribution in
the MSLT network. We compare the results of
our proposed family clustering method with the
analysis conducted by sign language linguists
and then train dedicated translation models for
each family in the many-to-one translation sce-
nario. Our experiments on the SP-10 dataset
demonstrate that our approach can achieve a
balance between translation accuracy and com-
putational cost by regulating the number of lan-
guage families. The source codes and models
are available at � FamilyCluST.

1 Introduction

Sign Language Translation (SLT) is a sophisticated
cross-modal task that converts sign language videos
into spoken language texts, making it easier for
hearing-impaired people to communicate with non-
sign language speakers (Camgoz et al., 2018). In
recent years, research on SLT has attracted more
and more attention from researchers (Camgoz et al.,
2020; Fu et al., 2023; Hu et al., 2024; Zhao et al.,
2024).

*These authors contributed equally to this work.
†Corresponding author

(a) German Sign Language (GSG)

(b) British Sign Language (BSL)

(c) Bulgarian Sign Language (BQN)

(d) Russian Sign Language (RSL)

(e) Lithuanian Sign Language (LLS)

(f) Ukrainian Sign Language (UKL)

Figure 1: The degree of difference in sign language
expressions varies among different sign language pairs.
When observing the expressions of ”I’m looking for a
job”, we may find that the expressions in (a), (b) and (c)
are quite unique, while those in (d), (e) and (f) are more
similar to one another.

In addition to the research on conventional Bilin-
gual Sign Language Translation (BSLT), such as
American Sign Language to English or Chinese
Sign Language to Chinese, inspired by the re-
search on Multilingual Neural Machine Transla-
tion (MNMT), several recent studies have delved
into the Multilingual Sign Language Translation
(MSLT) domain. Yin et al. (2022) developed and re-
leased the first large-scale parallel multilingual sign
language understanding dataset, Spreadthesign-

https://github.com/Triver-ac/FamilyCluST
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Figure 2: Many-to-one sign language translation model. The architecture consists of a feature extractor (MMLTB
(Chen et al., 2022a)) and several transformer modules (Vaswani et al., 2017).

Ten (SP-10), and introduced the first framework
for multilingual sign language translation, ML-
SLT. Gueuwou et al. (2023) presented the JWSign
dataset, which includes 98 sign languages. These
studies primarily aim to integrate numerous lan-
guage pairs into a unified translation model.

However, unlike BNMT, which has been exten-
sively studied, the research on MSLT is still in
its early stages, with several issues yet to be thor-
oughly investigated. One key challenge is that
when we attempt to train all available sign lan-
guage data in single model, the diversity of sign
languages, which often results in cross-linguistic
conflicts (Wei and Chen, 2023; Ye et al., 2024),
may harm the performance of the final model.

By observing the MSLT data, such as SP-10, we
find that the degree of difference in sign language
expressions varies among different sign language
pairs and may have something to do with the lan-
guage families. To specifically demonstrate this
problem, Figure 1 illustrates that the phrase "I am
looking for a job" across various national sign lan-
guages exhibits consistency in some countries’ sign
vocabularies and even entire sentences. Different
nations utilize unique gestures to convey the same
meaning, notably in GSG (1(a)), BSL (1(b)), and
BQN (1(c)).

Moreover, the role of similarities between sign
languages in MSLT remains largely uncharted. Lin-
guistic studies further confirm that historical polit-
ical and educational influences have led to simi-
larities among national sign languages (Wittmann,
1991; Yu et al., 2018; Abner et al., 2020). Figure 1

reveals that RSL (1(d)), UKL (1(f)), and LLS (1(e))
display highly similar expressions. In contrast, al-
though BQN originates from an Eastern European
country, its expressions are significantly different
from Russian Sign Language and others.

We posit that employing a single MSLT model
for language pairs with significant differences
could adversely affect the training process. Con-
versely, similar language pairs could mutually en-
hance each other during model training. This obser-
vation motivates us to investigate and leverage lan-
guage families in multilingual translation contexts,
aiming to identify languages with fewer conflicts
and higher similarities in sign language to enhance
translation accuracy and efficiency.

Thus, we initially categorize the sign lan-
guages of different countries into language fami-
lies. Within these language families, the signs from
various countries are approximately similar. Subse-
quently, we train a dedicated translation model for
each sign language family in the many-to-one sign
language translation scenario. Our experiments on
the SP-10 dataset show that by grouping sign lan-
guages into families, we reduce memory and stor-
age demands and increase computational efficiency.
Training a single model for each family leverages
similarities within those groups, enhancing trans-
lation accuracy. This approach demonstrates our
method’s balance between performance and cost,
offering a scalable solution for multilingual sign
language translation.The contributions of this paper
are as follows:
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• We are the first to employ language feature dis-
tributions within the MSLT network to delve
into the underpinnings of sign language fam-
ilies. We compare and analyze the proposed
family clustering method with the findings of
sign language linguists.

• To underscore the significance of sign lan-
guage families to MSLT model performance,
we have conducted experiments on the SP-10
dataset in the many-to-one context. By mod-
ulating the number of families, we achieve
a synergy between translation accuracy and
resource usage.

• Through ablation studies and a series of com-
parative trials, we demonstrate the paramount
importance of accurate family clustering in
enhancing the translation accuracy of multi-
lingual sign language translation.

2 MSLT Using Sign Language Families

We constrain the experimental scenario to many-to-
one translation to eliminate potential interference
arising from the complex task of mapping inputs
to multiple target languages, focusing solely on
combinations of input sign languages.

As shown in Figure 2, our system is divided
into two steps. According to different clustering
methods, we first divide the sign language in the
data set into different sign language families, and
then we train a single translation model for each
sign language family. We will introduce various
sign language clustering methods and analyze the
clustering results in Sec. 3.

Then we employ a basic Transformer encoder-
decoder to construct a multilingual many-to-one
sign language translation benchmark model. Given
a sign language sequence V = (v1, . . . , vL) of
length L in a specific language, we input it into
the sign language feature extractor, add positional
information, and then input it into the Transformer
for translation. The final output is a spoken lan-
guage sequence Y = (y1, . . . , yT ) with T words.
The objective function is defined as the Negative
Log Likelihood (NLL) loss:

LNLL = −
∑T

i=1
ti ln

(
P i

MSLT | ti
)

(1)

where ti and T represent the length of the i output
word and the target spoken translation, respectively.

ISE
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Figure 3: Linguistics-based clustering results of the
10 languages in SP-10 dataset according to language
family. There are 5 different language families in this
dataset, and different colors represent different language
families, among which the French Sign Language Fam-
ily contains the five sign languages in the dataset. Full
name for the abbreviation can be found in Table 1.

3 Sign Language Clustering Methods

In this section, we first introduce various meth-
ods for sign language clustering. We begin with a
Linguistics-based clustering approach and then ex-
plore the use of neural networks for automated clus-
tering. Additionally, we present three distribution-
based clustering methods. Finally, we compare
and analyze the clustering results for the proposed
family of methods.

language Abbreviation (ISO 639-3)

Chinese sign language CSL
Ukrainian sign language UKL
Russian sign language RSL
Bulgarian sign language BQN
Icelandic sign language ICL
German sign language GSG
Italian sign language ISE
Swedish sign language SWL
Lithuanian Sign language LLS
British Sign Language BFI

Table 1: The abbreviations of different sign languages
in the SP-10 dataset used in this paper. The ISO 639-3
international language code name standard is used for
sign language abbreviations.

3.1 Linguistics-based Clustering

We delve into the exploration of the evolution of the
European Sign Language families (Reagan, 2019;
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Figure 4: The hierarchical clustering based on encoder
output distribution. The Y-axis represents the distance
between two languages or families. Languages in the
same color are divided into the same family, where
blue color agglomerates different clusters together. If a
language is marked as blue, then it forms a cluster itself.
Family #1: BQN; Family #2: ICL; Family #3: CSL;
Family #4: GSG, SWL; Family #5: ISE, BFI; Family
#6: LLS, UKL, RSL.

Anderson, 1979; Wittmann, 1991), along with other
studies on language independence (Power, 2022;
Reagan, 2021; Abner et al., 2020). Based on these
studies, we mapped out a sign language family
tree for the 10 sign languages included in the SP-
10 dataset, as shown in Figure 3. In the figure,
the leaf nodes denote the sign languages present
in the dataset, with different colors distinguishing
different families.

It is noteworthy that the French Sign Language
family exhibits a broad coverage in the tree. Par-
ticularly, the RSL branch is remarkable as it in-
cludes Eastern European sign languages such as
LLS, UKL, and BQN. Based on the evolution of
the French Sign Language, we grouped these four
Eastern European sign languages with ISE and ICL
under the same family (Abner et al., 2020). Addi-
tionally, BFI, CSL, GSG, and SWL are categorized
as independent families due to their linguistic inde-
pendence (Power, 2022).

These linguistics-based clusterings often derive
from lexical analysis and do not capture the holistic
sentence-level features of a language. To address
the limitation, we propose several clustering meth-
ods based on the language distribution in the MSLT
model.

3.2 Clustering Based on Encoder Output
Distribution

In this section, we use a language-agnostic feature
extractor to represent each sign language and ap-
ply hierarchical clustering to group similar feature
vectors, forming related sign language families.

First, we removed the language labels from the
many-to-one sign language translation model, mak-
ing it unable to identify which specific sign lan-
guage it is processing. However, when sign lan-
guages share similar expressions—such as hand
movements or facial expressions—the model gen-
erates nearly identical feature outputs for them. On
a broader scale, each sign language has a distinct
linguistic distribution, and those with similar ex-
pressions tend to have closely aligned feature dis-
tributions.

Building on this idea, we designed a sign lan-
guage family clustering algorithm based on the dis-
tribution of encoder outputs, aiming for the model
to discover similarities while embedding semantic
information of sign language features.

After multiple rounds of training with the
MMLTB encoder (Chen et al., 2022a), a robust SLT
baseline model trained via transfer learning, we ob-
tain the feature vector S = (s1, . . . , sL), where L
represents the sequence length and D is the net-
work dimension. To acquire a unique represen-
tation for each sign language for feature distribu-
tion comparison, we average the features across all
videos and frames from N sign language videos,
condensing them into a single, compact feature
vector per language. This is calculated as follows:

Lang =
1

N

∑N

i=1

(
1

L

∑L

l=1
si

)
(2)

We derived language feature vectors for each
sign language. We then applied agglomerative hier-
archical clustering on these vectors, using average
linkage to measure distances between clusters. Fig-
ure 4 clearly illustrates the clustering process of
sign languages, showing the relationships among
their distributions.

Based on the clustering distance threshold and
linguistic analyses,the ten languages in SP-10 are
clustered into six language families. Considering
the clustering results by linguists in the previous
section, our observations from the figure are as
follows:

• The red line in Figure 4 differentiates LLS,
UKL, and RSL, which all belong to the East-
ern European Sign Language family, consis-
tent with linguistic consensus. Additionally,
CSL and ICL are significantly distinct from
mainland European sign languages and are
thus separately classified.
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• BQN shows minimal association with most
other sign languages, contrasting with its pre-
vious clustering into the French Sign Lan-
guage family.

• The language distribution reflects geographi-
cal influences. For instance, GSG and SWL
are geographically closer to each other.

3.3 Clustering Based on Original Input
Feature Distribution

In this analysis, we further investigated the origi-
nal input distribution, specifically focusing on the
sign language video features obtained using the
MMLTB encoder (Chen et al., 2022a). Employ-
ing the pooling strategy outlined in Equation 2,
we condensed these feature sequences into a uni-
fied vector representation. These original features
do not contain semantic information. The t-SNE
method was applied to reduce the dimensionality
of 500 samples (50 per sign language) in the train-
ing set, as shown in Figure 5. The results revealed
that sign language features from the same coun-
try tend to cluster together, with distinct language
distributions. For instance, ICL is far from other
sign languages, while RSL and UKL are relatively
close.

Building on these observations, we conducted hi-
erarchical clustering on the original sign language
input features in the training set. As shown in Fig-
ure 6, the sign languages of the four Eastern Euro-
pean countries were grouped together, while GSG
and SWL were clustered into one family. However,
this clustering method based on original input fea-
tures also grouped CSL with ICL, and subsequent
experiments showed that joint training of Chinese
Sign Language with European sign languages led
to performance degradation.

3.4 Clustering Based on Language Label
Distribution

Additionally, we referred to the method of MLSLT
(Yin et al., 2022), which incorporates language
labels into the model input. Each sign language
has a corresponding language parameterized label
vector. According to previous research (Tan et al.,
2019; Ma et al., 2023), these language label vectors
can be considered as comprehensive features of the
languages and can be clustered.

As shown in Figure 7, the differences between
the label vectors of different sign languages are
minimal. Compared to clustering methods based

Figure 5: Linguistic phenomena manifested by the di-
mensionality reduction of the original input sign lan-
guage features. We apply the t-SNE method to reduce
the dimensionality of 500 samples in the training set (50
samples for each sign language).

Figure 6: The hierarchical clustering based on original
input feature distribution. Family #1: ICL, BFI, CSL,
ISE; Family #2: GSG, SWL; Family #3: BQN, LLS,
UKL, RSL.

on original input features and encoder outputs, the
Euclidean distances between these vectors vary by
an order of magnitude. This suggests that the model
finds it challenging to capture distinct language
features. Using a defined threshold, we categorize
the data into four language families, with ICL and
UKL grouped into one family independently.

4 Experiments

4.1 Experimental Setting

Datasets and Metric. The SP-10 dataset1 has
collected video materials of 10 different sign lan-
guages from the SpreadTheSign platform (Hilzen-
sauer and Krammer, 2015), along with correspond-
ing spoken language translation texts. It includes
830 training samples, 142 development samples,
and 214 test samples, each containing ten videos
with their respective spoken translations.

A pre-trained multilingual tokenization model,
trained on Wikipedia, is employed to tokenize the

1https://github.com/MLSLT/SP-10/tree/main

https://github.com/MLSLT/SP-10/tree/main
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Metric Method CSL UKL RSL BQN ICL GSG ISE SWL LLS BFI MEAN

BLEU-4

Individual(10) 4.90 5.91 5.45 3.62 6.68 6.03 6.41 6.24 6.21 7.96 5.94
Universal(1) 4.51 5.89 4.92 1.93 5.54 5.44 6.81 5.80 5.44 5.90 5.22

MLSLT(1) (Yin et al., 2022) 5.16 5.42 4.95 3.28 6.76 5.18 7.05 6.33 6.08 7.03 5.72
Encoder Distribution(6) 4.90 7.54 6.91 3.62 6.68 8.61 8.35 8.56 7.40 8.02 7.06

ROUGE

Individual(10) 33.25 34.23 33.65 31.50 34.28 34.08 34.67 34.49 34.41 36.56 34.11
Universal(1) 32.90 34.20 33.43 19.01 33.72 33.61 34.96 34.13 33.62 33.95 32.35

MLSLT(1) (Yin et al., 2022) 34.59 34.04 31.62 27.98 35.29 33.50 37.96 36.02 34.48 37.25 34.27
Encoder Distribution(6) 33.25 37.54 35.20 31.50 34.28 37.61 38.35 37.56 35.76 37.02 35.81

BLEURT

Individual(10) 35.55 34.93 34.80 29.76 36.35 34.58 34.87 34.70 32.65 31.36 33.96
Universal(1) 34.85 34.92 34.47 25.90 34.16 34.14 34.98 31.31 34.09 34.25 33.31

Encoder Distribution(6) 35.55 35.98 36.40 29.76 36.35 34.21 37.23 36.30 32.78 36.21 35.08

Table 2: Comparison of the translation results from multiple sign languages to English on the SP-10 validation set.

Metric Method CSL UKL RSL BQN ICL GSG ISE SWL LLS BFI MEAN

BLEU-4

Individual(10) 6.19 6.21 7.03 2.38 6.73 3.26 5.81 6.18 5.70 5.74 5.52
Universal(1) 4.97 3.22 4.60 1.29 4.15 3.80 3.98 5.47 2.79 4.33 3.86

MLSLT(1) (Yin et al., 2022) 5.19 4.18 3.66 2.85 3.93 4.97 6.70 3.70 5.72 5.73 4.66
Encoder Distribution(6) 6.19 7.66 6.01 2.38 6.73 5.99 9.68 7.34 6.32 7.83 6.61

ROUGE

Individual(10) 34.63 35.21 35.03 28.78 34.73 31.26 34.81 35.18 34.70 33.74 33.81
Universal(1) 30.97 29.22 30.60 15.29 30.15 30.80 30.98 34.47 28.79 30.33 29.16

MLSLT(1) (Yin et al., 2022) 33.33 34.07 31.54 25.75 33.25 32.13 35.37 33.09 33.11 35.34 32.70
Encoder Distribution(6) 34.63 35.66 34.01 28.78 34.73 32.99 38.68 36.94 34.32 37.82 34.86

BLEURT

Individual(10) 35.62 34.52 35.59 28.28 36.06 32.91 35.39 33.75 35.65 33.71 34.15
Universal(1) 31.26 29.03 31.72 25.60 31.46 33.43 32.13 32.25 30.46 31.68 30.90

Encoder Distribution(6) 35.62 36.34 33.00 28.28 36.06 30.89 35.70 35.31 35.42 36.12 34.27

Table 3: Comparison of the translation results from multiple sign languages to English on the SP-10 test dataset.

Figure 7: The hierarchical clustering based on language
label distribution. Family #1: RSL, GSG, ISE, LLS;
Family #2: ICL, UKL; Family #3: BQN, BFI, CSL,
SWL.

text data in the SP-10 dataset 2. The resulting vo-
cabulary size is 10912. Following previous studies
(Yin et al., 2022), we use BLEU (Papineni et al.,
2002) and ROUGE (Lin, 2004) to measure the
translation quality of SLT. In order to fully assess
the semantic expressiveness of the model, this sec-
tion also uses the BLEURT (Sellam et al., 2020)
scoring system for additional validation.

Implementation Details. We adopt the Trans-

2https://github.com/bheinzerling/bpemb

former model architecture (Vaswani et al., 2017),
widely used in multilingual machine translation, as
the base model. The hidden size is set to 256, and
the feed-forward neural network dimension is set to
1024. Both the encoder and decoder are configured
with 3 layers. The training strategy in this section
also utilizes the Adam optimizer (Kingma and Ba,
2014) and a learning rate schedule based on the
Noam construction. The batch size is set to 8, and
the learning rate is set to 1e−4. The dropout rate
and label smoothing (Müller et al., 2019) are set to
0.3 and 0.2, respectively. The evaluation settings
include a beam search width of 6 and a penalty
factor of 1. The model is trained on four NVIDIA
RTX 3090 GPUs with 24 GB of memory each.

4.2 Baselines

First, the experimental results table reports the per-
formance of the bilingual (Individual) and multilin-
gual (Universal) baseline models trained using our
proposed framework on the current dataset. Consis-
tent with the findings of MLSLT (Yin et al., 2022),
the bilingual baseline model trained solely on sign
language data outperforms the multilingual base-
line model trained on ten languages when trans-

https://github.com/bheinzerling/bpemb
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lating into English, as evidenced by the average
translation performance on the validation and test
sets. Particularly on the test set, the difference
in BLEU-4 scores widens to 1.66, mainly due to
potential conflicts between sign languages.

4.3 Main Results
For comparative analysis with existing research
methods, we standardized the target language of
many-to-one translation to English. As shown
in Tables 2 and 3, we detailed the translation
performance under different experimental setups,
with the corresponding number of models noted in
parentheses.

The experimental results demonstrate the pos-
itive impact of our best approach on translation
results: the encoder output distribution-based clus-
tering method (Encoder Distribution). On the test
set, the Encoder Distribution method produces the
best translation results, with a BLEU-4 score of
6.61, a ROUGE score of 34.86, and a semantic eval-
uation benchmark BLEURT score of 34.27. This
suggests that joint training of sign languages within
language families effectively reduces conflicts and
enables mutual data enhancement, thereby improv-
ing overall translation performance.

4.4 Influence of Different Language
Distributions

Additionally, we compare the translation results
obtained from random family clustering methods
to verify the importance of accurate family cluster-
ing in many-to-one sign language translation. As
shown in Table 5, we used the same number of cate-
gories as in the encoder output distribution method
and ensured that each category contained no more
than three languages. We performed five random
clusterings and trained translation models based on
these random clusterings.

We proceeded to evaluate the translation perfor-
mance of the aforementioned five clustering meth-
ods, as shown in Table 4. The models derived
from random family clustering exhibited the poor-
est translation performance, even underperforming
a single model trained in all sign languages. This
outcome emphasizes the importance of selecting an
appropriate family clustering method to improve
both translation efficiency and performance. In gen-
eral, the encoder output distribution-based method
demonstrated the highest translation performance,
highlighting the superior sentence-level semantic
alignment effect of the Transformer encoder.

4.5 Zero-shot Experiments
Furthermore, we investigate the capability of a
many-to-one model to discover associations be-
tween similar sign language expressions across dif-
ferent sign languages. Specifically, we control for
the absence of a particular sign language-English
translation pair in the training set during our many-
to-one experiments.

Based on the Universal model, we successively
excluded the RSL, UKL, and LLS to English trans-
lation pairs, and tested the model on the correspond-
ing datasets in the validation set. The results, as
presented in the Zero-shot(9x1) row in Table 6,
indicate that the model fails to translate unseen
sign languages, with a significant drop in ROUGE
scores.

However, when we train models using sign lan-
guages with strong similarities, the translation of
similar sign language expressions improves. For
instance, in the zero-shot experiment for UKL-en,
we train a model with RSL-en and LLS-en trans-
lation pairs. We applied this approach similarly to
the other two languages. As shown in the Zero-
shot(2x1) results in Table 6, the translation perfor-
mance surpasses that of the model trained with nine
sign languages.

Additionally, we conduct case studies on
the models from the Zero-shot(9x1) and Zero-
shot(2x1) experiments, as illustrated in Figure 8.
In the validation set, the spoken text "Are you look-
ing for anything?" has similar sign language ex-
pressions across Eastern European countries. The
Zero-shot(9x1) model, trained with nine language
pairs excluding UKL-en, failed to understand the
Ukrainian Sign Language expression, resulting
in the zero-shot translation "How do you sign?",
which is entirely unrelated to "Are you looking for
anything?". Conversely, the Zero-shot(2x1) model
correctly translated the UKL sentence to "What are
you looking for?". The translation examples from
Zero-shot(2x1) demonstrate that joint training with
data from the same language family can enhance
data augmentation.

5 Related Works

5.1 End-to-end Sign Language Translation
End-to-end Sign Language Translation (SLT) aims
to directly convert sign language video sequences
into spoken text using neural network models,
which in recent years have included multi-task
learning (Camgoz et al., 2020; Zhou et al., 2021b;
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Metric Method CSL UKL RSL BQN ICL GSG ISE SWL LLS BFI MEAN

BLEU-4

Random(6) 3.45 4.37 5.76 2.37 4.78 5.91 5.34 5.75 5.13 6.58 4.94

Linguistics(5) 4.90 4.71 5.21 1.36 7.47 6.03 6.30 6.24 6.68 7.96 5.69

Input Distribution(3) 4.10 6.10 5.71 0.46 3.86 8.61 7.15 8.56 6.51 5.10 5.62
Label Distribution(4) 3.77 5.91 5.16 2.49 6.68 7.02 6.93 5.63 6.94 5.85 5.64

Encoder Distribution(6) 4.90 7.54 6.91 3.62 6.68 8.61 8.35 8.56 7.40 8.02 7.06

ROUGE

Random(6) 31.95 32.90 34.30 29.50 32.70 34.05 33.60 33.90 33.30 34.40 33.06

Linguistics(5) 33.25 33.15 34.12 15.85 36.78 34.08 34.56 34.49 35.82 36.56 32.87

Input Distribution(3) 32.45 35.20 33.90 10.95 32.40 37.61 35.60 37.56 34.85 32.90 32.34
Label Distribution(4) 32.00 34.23 34.10 29.60 34.28 35.65 34.75 33.60 34.71 35.00 33.79

Encoder Distribution(6) 33.25 37.54 35.20 31.50 34.28 37.61 38.35 37.56 35.76 37.02 35.81

Table 4: Comparison of the validity of clustering methods. The translation results on the SP-10 validation set using
different families are reported in the table.

NO Sign Language Families

1 (CSL, UKL) (RSL, BQN) (ICL, GSG) (ISE, SWL) (LLS) (BFI)
2 (SWL, BFI) (LLS, UKL) (RSL, BQN) (CSL, GSG) (ICL) (ISE)
3 (LLS, BFI, GSG) (SWL, BQN) (RSL, ICL) (UKL) (ISE) (CSL)
4 (ISE, RSL) (BFI, CSL) (SWL) (LLS, UKL) (BQN, ICL) (GSL)
5 (RSL, GSG) (ISE, UKL) (SWL, CSL) (BFI, LLS) (ICL) (BQN)

Table 5: Random Language families in five experiments.

Method
RSL-en UKL-en LLS-en

B4 R B4 R B4 R

Universal 4.92 33.43 5.89 34.20 5.44 33.62
Zero-shot(9x1) 1.40 13.49 0.59 10.62 0.90 15.91
Zero-shot(2x1) 2.53 25.13 1.21 19.22 2.84 26.72

Table 6: Zero-shot experiments. We report the transla-
tion results on the SP-10 validation set. B represents
BLEU-4 and R represents ROUGE.

Zhang et al., 2023; Zhao et al., 2024), data aug-
mentation (Zhou et al., 2021a; Zhang et al., 2023)
and the use of pre-trained models (Chen et al.,
2022a,b), and many other methods are applied
to bilingual SLT. In addition, multilingual sign
language translation has gradually attracted the
attention of researchers. Yin et al. (2022) suc-
cessfully constructed the first massively parallel
multilingual sign language comprehension dataset,
Spreadthesign-Ten (SP-10), and proposed for the
first time a multilingual sign language translation
framework MLSLT. Gueuwou et al. (2023) intro-
duced the JWSign dataset, encompassing a diverse
array of sign languages for multilingual sign lan-
guage translation and proposed a linguistics clus-
tering method based on lexical analysis. However,
this method fails to capture the holistic sentence-
level features of the languages.

(a) Russian Sign Language (RSL)

(b) Lithuanian Sign Language (LLS)

(c) Ukrainian Sign Language (UKL)

Figure 8: Expressions of the sentence ”What are you
looking for?” in the sign languages for several Eastern
European countries.

5.2 Sign Language Families

Since the 1970s, Many researchers have attempted
to address the issue of historical-comparative lin-
guistics in sign languages and to discern different
language families. These research efforts have em-
ployed many theories and methods from traditional
historical linguistics, including historical homology
(Wittmann, 1991) and methods such as lexicostatis-
tics (Woodward, 2011; Abner et al., 2020). It is
worth mentioning that Wittmann published a pi-
oneering study on the linguistic families of sign
languages in 1991 (Wittmann, 1991), in which he
initially identified five sign language families by
conducting a comparative study of some 80 sign
languages. In recent years, Abner et al. (Abner
et al., 2020)also based their analysis on historical
homology on the basis of their predecessors. Some
researchers have utilized similarity between lan-
guage families to improve the quality of machine
translation (Tan et al., 2019; Ma et al., 2023; Ari-
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vazhagan et al., 2019). We innovatively apply Sign
Language Families’ information to multilingual
sign language translation.

6 Conclusion

In this study, we investigate the role of sign lan-
guage families for enhancing multilingual sign lan-
guage translation. Specifically, we focus on the
SP-10 sign language translation dataset and pro-
pose the Linguistics-based Clustering approach as
well as several Language Distribution-based Clus-
tering methods.

Our approach offers significant advantages over
training individual models for each language pair,
as it reduces computational costs. Furthermore,
compared to training a single model for all lan-
guage pairs, our method demonstrates superior
translation accuracy.

Limitations

We used the only open-source SP-10 dataset for our
experiments, and the number of videos available
for training for each sign language is 830, which is
an extremely scarce amount of data. Moreover, the
language family clustering study in this paper only
deals with European sign languages and does not
cover the global diversity of language families.

Future research needs to use more comprehen-
sive sign language datasets, such as the soon-to-be
open-sourced JWSign dataset 3, which contains 98
different sign languages, to validate the efficacy
and wide applicability of the feature distribution-
based sign language family clustering method.

Ethical Considerations

This research aims to improve the accessibility of
sign language translation, which directly benefits
the hearing-impaired community. However, we
fully recognize the critical importance of safeguard-
ing privacy and obtaining informed consent when
utilizing sign language data, particularly in datasets
that include individual characteristics such as facial
expressions, hand gestures, and upper body move-
ments. All datasets used in this study, such as SP-
10, were collected with appropriate consent from
participants, following ethical guidelines to protect
their identity and privacy. Additionally, we are
committed to ensuring that our approach does not
unintentionally reinforce biases or exclude any sign

3https://github.com/ShesterG/
JWSign-Machine-Translation

language groups, fostering inclusivity and fairness
in the development of multilingual sign language
translation systems.
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