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Abstract

Large language models (LLMs) have achieved
notable success across various tasks but are
hindered by their large size and high compu-
tational demands. Post-training pruning (PTP)
offers a promising solution by reducing model
size through parameter removal while preserv-
ing performance. However, current PTP meth-
ods perform optimally only within specific
sparsity ranges. This paper presents two key
findings: (1) Layerwise uniform sparsity is
effective at low sparsity, while non-uniform
sparsity excels at high levels; (2) Relative
importance-based pruning works best at low
sparsity, whereas Hessian-based weight recon-
struction is superior at high sparsity. We de-
sign and conduct experiments to validate these
findings. Based on these insights, we introduce
OPTIPRUNE, a robust pruning method effective
across all sparsity levels. OPTIPRUNE adapts
non-uniform sparsity with adaptive deviation
and employs a threshold to select the optimal
pruning strategy. Empirical results across di-
verse datasets, architectures, and languages val-
idate its performance and robustness. These
findings provide valuable directions for future
LLM pruning research. Our code and data are
publicly available.

1 Introduction

Large language models (LLMs) have demon-
strated exceptional performance across various
tasks. However, their large size and high com-
putational demands often constrain their deploy-
ment. To address this, network compression tech-
niques like model pruning have been widely ex-
plored (LeCun et al., 1989; Hassibi et al., 1993;
Mocanu et al., 2018; Sun et al., 2024; Frantar and
Alistarh, 2023; Zhang et al., 2024; Yin et al., 2024).
Model pruning reduces the model size by elimi-
nating redundant elements, either as individual pa-
rameters (unstructured pruning), parameters with
structural constraints (semi-structured pruning), or
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Figure 1: Illustration of findings. Top: Layerwise uni-
form sparsity outperforms at low sparsity; Non-uniform
sparsity excels at high sparsity. Bottom: Relative
importance-based pruning (RIA) is better at low spar-
sity; Hessian-based weight reconstruction is superior at
high sparsity. Orange cells indicate changes in weights.

entire structures such as rows, columns, or lay-
ers (structured pruning). Post-training pruning, a
one-shot approach that avoids retraining, is particu-
larly effective for LLMs, mainly when focusing on
unstructured and semi-structured methods. Given
a target sparsity, these methods create sparsity in
weight matrices by removing unnecessary param-
eters until the target sparsity is reached (e.g., re-
moving 70% of parameters to achieve 70% target
sparsity).

State-of-the-art (SOTA) methods typically use
layerwise pruning, where each layer is pruned sep-
arately to minimize the difference between the out-
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puts of the pruned and original layer. These meth-
ods often follow uniform sparsity, which prune
every layer to the target sparsity. Pruning can be
achieved by finding a binary sparsity mask or re-
constructing weight via the Hessian matrix. The
sparsity mask approaches can be based on mag-
nitude (Han et al., 2015) or relative importance
(Zhang et al., 2024). The weight reconstruction ap-
proaches (Li and Louri, 2021; Frantar and Alistarh,
2022, 2023) leverage the Hessian matrix and typi-
cally find the mask adaptively based on the recon-
struction. Some approaches explore non-uniform
sparsity, varying the sparsity per layer while main-
taining overall target sparsity (Frankle and Carbin,
2019; Lee et al., 2019; Wang et al., 2020; Lee et al.,
2020; Liu et al., 2021; Yin et al., 2024). How-
ever, our study reveals that these methods perform
optimally within specific sparsity ranges and lose
effectiveness beyond them. Furthermore, there is
limited research on their ability to retain multilin-
gual capabilities post-pruning. We examine these
techniques across different target sparsity levels
and present our key findings.

• F1: Layerwise uniform sparsity performs
better at low sparsity, while non-uniform
sparsity excels at high sparsity. Addition-
ally, as non-uniform sparsity deviates fur-
ther from uniform sparsity, performance im-
proves at high sparsity but declines at low
sparsity.

• F2: Pruning with a sparsity mask based on
relative importance, without modifying the
weights, performs better at low sparsity. At
high sparsity, weight reconstruction using
the Hessian matrix yields better results.

Figure 1 illustrates our findings. We experi-
mented with SOTA pruning methods and popular
LLM architectures to validate our findings. To
enable this, we re-implemented the methods, al-
lowing for the combination and investigation of
their various aspects, and adapted them for modern
architectures such as Llama3 (Dubey et al., 2024).
Based on these results, we introduce OPTIPRUNE,
a versatile pruning approach that optimizes perfor-
mance across every target sparsity. Additionally,
we find that calibration data, though limited in size,
significantly affects the multilingual perplexity of
pruned models. To address this, we develop a per-
plexity benchmark in six languages and evaluate
OPTIPRUNE on multilingual calibration. The key

contributions of this paper are as follows.

• We present findings F1 and F2 and vali-
date them through experiments on SOTA tech-
niques (Section 4).

• We propose OPTIPRUNE , a method for ef-
fective pruning of LLMs across varying target
sparsity levels (Section 5).

• Empirical results show that OPTIPRUNE out-
performs other SOTA pruning methods across
most sparsity levels, benchmarks, and lan-
guage calibrations (Section 7).

2 Related Work

2.1 Pruning Strategies

Model pruning reduces model size by removing
unnecessary parameters. Pruning strategies can be
categorized into three approaches: sparse training
(Lee et al., 2018; Mocanu et al., 2018; Evci et al.,
2020; Sanh et al., 2020; Yuan et al., 2021; Hoang
et al., 2022; Zhang et al., 2023), pruning-aware
training (Han et al., 2015; Liu et al., 2021), and
post-training pruning (Hassibi et al., 1993; Li and
Louri, 2021; Frantar and Alistarh, 2023; Sun et al.,
2024). While sparse training and pruning-aware
training involve iterations of training and are costly
for LLMs, post-training pruning avoids retrain-
ing, making it a more practical approach for LLMs
(Zhang et al., 2024; Frantar and Alistarh, 2023).
This paper focuses on post-training pruning.

2.2 Post-training pruning

Post-training pruning (PTP) has a long history
where early work prune model using Hessian Ma-
trix (LeCun et al., 1989; Hassibi et al., 1993). As
LLMs advanced, more recent techniques like Itera-
tive AdaPrune (Li and Louri, 2021), and AdaPrune
(Frantar and Alistarh, 2022) have leveraged the
Hessian matrix for weight pruning and reconstruc-
tion. However, due to the computational com-
plexity of O(N4), newer methods reduce this to
O(N3), improving pruning efficiency (Frantar and
Alistarh, 2023; Sun et al., 2024).

Other approaches use pruning masks to remove
less important parameters without weight recon-
struction, often determining parameter importance
by magnitude (Zhu and Gupta, 2017). The recent
work RIA (Zhang et al., 2024), accounting for pa-
rameter relative connections and activations in cal-
culating importance scores, obtains SOTA results.
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2.3 Uniform & Non-uniform Sparsity

Although uniform layerwise sparsity (Zhu and
Gupta, 2017; Gale et al., 2019) is a common prun-
ing approach (Sanh et al., 2020; Kurtic et al., 2022),
non-uniform layerwise sparsity, where different lay-
ers have different sparsity levels, has been actively
studied. Early work focused on vision models (Mo-
canu et al., 2016; Erdos and Renyi, 1959; Mocanu
et al., 2018), while more recent efforts apply a
global threshold across all layers for non-uniform
sparsity (Frankle and Carbin, 2019; Lee et al., 2019;
Wang et al., 2020; Lee et al., 2020; Liu et al., 2021).
Studies on LLMs have uncovered "outlier" features
with magnitudes significantly larger than others
(Kovaleva et al., 2021; Puccetti et al., 2022; Timkey
and van Schijndel, 2021; Dettmers et al., 2022).
OWL (Yin et al., 2024) exploits this outlier distri-
bution to design layerwise non-uniform sparsity for
improved pruning performance.

3 Preliminaries

3.1 Layer-wise Pruning

Post-training pruning is often performed through
layer-wise pruning, which breaks down the pruning
process into subproblems for each layer. The goal
is to minimize the ℓ2 error between the original
dense layer and the pruned layer. Formally, for a
given input Xl and weight matrix Wl ∈ Rr×c in
the l-th layer, where r and c represent the number
of output and input channels, respectively, the ob-
jective is to find a binary mask Ml ∈ {0, 1}r×c and
potentially reconstructed weights Ŵl such that:

argminMℓ,Ŵℓ
∥WℓXℓ − (Mℓ ⊙ Ŵℓ)Xℓ∥22 (1)

3.2 State-of-the-art Solvers

We refer to layerwise pruning methods as solvers.
The first category of solvers focuses on finding the
sparsity mask Ml while keeping the weights un-
changed (Ŵl = Wl). This is typically done by
calculating the importance of each weight param-
eter and pruning the least important ones until the
target sparsity is reached. While parameter impor-
tance is often determined by magnitude (Zhu and
Gupta, 2017), recent SOTA method RIA (Zhang
et al., 2024) incorporate parameter connections and
activations for more accurate importance estimates
(Details in Appendix A.2). The second category
of solvers focuses on reconstructing the weights
Ŵ using the Hessian matrix (LeCun et al., 1989;

Hassibi et al., 1993; Li and Louri, 2021; Frantar
and Alistarh, 2022, 2023; Sun et al., 2024). Here,
the mask Ml is selected adaptively during the re-
construction. Recently, SparseGPT (Frantar and
Alistarh, 2023) reduced pruning complexity and
achieved SOTA results among these approaches.

3.3 Non-uniform Sparsity

Given a target sparsity S, layerwise uniform spar-
sity assigns the same sparsity level to each layer
i, such that Si = S, ∀i. Instead of applying a uni-
form sparsity across all layers, non-uniform spar-
sity can be used, where each layer has a different
sparsity while maintaining the overall target spar-
sity. This removes the constraint Si = S but en-
sures that the average sparsity across layers satisfies∑

i Si/N = S where N is the number of layers.
OWL (Yin et al., 2024) computes the non-

uniform sparsity ratios by identifying outliers in
each layer through the layerwise outlier distribu-
tion (LOD). Layers with a high number of outliers
are assigned lower sparsity, while those with fewer
outliers have higher sparsity. For layer l-th, OWL
computes the outlier distribution Dl. The detailed
calculation of Dl is described in Appendix A.1.
Given a global target sparsity S and the LOD for
each layer D = [D1, D2, . . . , Dn], the sparsity for
layer i-th is set as Si ∝ 1−Di. A hyperparameter
λ controls the deviation of Si from the target S,
with the constraint Si ∈ [S − λ, S + λ]. Figure
4a illustrates how non-uniform sparsity varies with
different values of λ.

4 Empirical Study

4.1 Study on Uniform vs Non-uniform (F1)

We examine the performance of layerwise uniform
versus non-uniform sparsity across different target
sparsity levels by comparing the perplexity of mod-
els pruned with uniform and non-uniform sparsity
at each target level. To further assess how devia-
tions from uniform sparsity affect performance, we
analyze the impact of varying deviations on models
pruned with non-uniform sparsity. We compare
perplexity across different deviation levels at each
target sparsity.

Experimental Settings. We use two pruning
methods: SparseGPT (Frantar and Alistarh, 2023),
which reconstructs weights using the Hessian ma-
trix, and RIA (Zhang et al., 2024), which fo-
cuses on mask finding. Non-uniform sparsity is
calculated using OWL (Yin et al., 2024), which
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Figure 2: Perplexity difference (∆ Perplexity) between
uniform and non-uniform sparsity, using SparseGPT.
Lower perplexity indicates better performance. Neg-
ative ∆ indicates uniform outperforms non-uniform.
Positive ∆ indicates non-uniform outperform uniform.
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Figure 3: Perplexity difference (∆ Perplexity) RIA
(mask finding via relative importance and activation)
and SparseGPT (weight reconstruction via Hessian ma-
trix). Lower perplexity indicates better performance.
Negative ∆ indicates RIA outperforms SparseGPT. Pos-
itive ∆ indicates SparseGPT outperforms RIA.

sets sparsity ratios based on outlier distribution.
We evaluate target sparsity levels ranging from
[10%, 20%, ..., 80%] on Llama2 (7B and 13B),
Llama3 (8B), and OPT (6.7B), with perplexity
measured on the Wikitext2 test set (Merity et al.,
2016). To explore the effect of deviations from
uniform sparsity, we experiment on Llama2 (7B)
using SparseGPT with different values of λ (which
controls deviation) set to λ ∈ {0.01, 0.08, 0.15}.

Results (Uniform vs Non-uniform). Figure 2
compares the perplexity of models pruned with uni-
form and non-uniform sparsity using SparseGPT.
Non-uniform sparsity outperforms uniform spar-
sity at higher target sparsity levels. However, at
lower sparsity levels, uniform sparsity shows better
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(a) Illustration of layerwise non-uniform sparsity of different
λ value at target sparsity 70%. λ = 0.0 indicates uniform
sparsity. The bar chart shows each layer’s Layerwise Outlier
Distribution (LOD).
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(b) Perplexity performance of different deviations controlled
by λ, measured on Llama2(7B) pruned by SparseGPT. Lower
perplexity indicates better performance. A lower λ is bene-
ficial at low target sparsity (left), while a higher λ performs
better at high target sparsity (right).

Figure 4: Effect of different values of λ

results. This pattern is consistent across all architec-
tures. Results for models pruned with RIA follow
a similar trend and are detailed in Appendix B.1.

Results (Deviations in Non-uniform). Figure
4a illustrates how non-uniform sparsity deviates
from the target sparsity (70%) for different λ val-
ues. Figure 4b compares perplexity with varying
λ values. The results show that at lower target
sparsity levels (10% to 50%), smaller λ (closer to
uniform sparsity) yields better performance. For
higher target sparsity, larger λ (greater deviation
from uniform) produces better results.

4.2 Study on State-of-the-art Solvers (F2)

We evaluate two SOTA solvers, RIA and
SparseGPT. RIA, which calculates parameter im-
portance by considering connections and activa-
tions, leads to finding sparsity masks without modi-
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Figure 5: Illustration of OPTIPRUNE applied to the Llama2 (7B) model, consisting of 32 layers. Each layer includes
four weight matrices for multi-head attention (Q, K, V, O) and three for the feed-forward network (Gate, Up, Down).
The importance of each layer, determined by the outlier distribution, is represented by varying shades of green.

fying weights. SparseGPT, which uses the Hessian
matrix for weight reconstruction and adaptive mask
selection, represents the SOTA for weight recon-
struction methods. We compare the perplexity of
models pruned by RIA and SparseGPT across dif-
ferent target sparsity levels.

Experimental Settings We assess RIA and
SparseGPT across target sparsity levels ranging
from [10%, 20%, ..., 80%] on several LLMs, in-
cluding Llama2 (7B and 13B), Llama3 (8B), and
OPT (6.7B). Perplexity is evaluated on the Wiki-
text2 test set (Merity et al., 2016).

Results. Figure 3 shows the perplexity perfor-
mance of both solvers. The results indicate that
RIA outperforms SparseGPT at lower target spar-
sity levels, while SparseGPT excels at higher target
sparsity. This trend is consistent across all model
architectures. Further analysis reveals that weight
reconstruction degrades performance at lower spar-
sity but enhances it at higher sparsity levels, rein-
forcing our findings. Detailed results are provided
in Appendix B.2.

5 OPTIPRUNE

Building on our validated findings, we introduce
a pruning method designed to effectively handle
models across varying target sparsity levels. Figure
5 provides an overview of the method. Since lower
deviation values enhance performance at low target
sparsity and higher deviation values are better at
high target sparsity (Finding F1), we first compute
the deviation level λ(S) based on the target sparsity
S (Step 1). Next, we determine the non-uniform

sparsity for each layer, calculating the layer-wise
sparsity Si (Step 2). To optimize performance, we
then compare Si with a threshold τ (Step 3), as
different solvers perform better at different sparsity
levels (Finding F2). Finally, for each layer, we
prune the weight matrices using the chosen solver
and calculated sparsity Si (Step 4). The following
subsections show the details of these key steps.

5.1 Determine the deviation levels
The parameter λ controls the deviation of non-
uniform sparsity from uniform sparsity. While
prior work (Yin et al., 2024) uses a fixed, prede-
fined λ, we dynamically adjust λ based on the tar-
get sparsity level, following the strategy outlined
in Finding F1. Specifically, we use a low λ for
low target sparsity and a high λ for high target
sparsity. We define the range for λ as [λmin, λmax]
and compute λ as a function of the target spar-
sity S. Let Smin and Smax represent the minimum
and maximum sparsity levels, respectively. One
straightforward method is to linearly interpolate λ
as follows.

λ(S) = λmin +
(S − Smin) · (λmax − λmin)

Smax − Smin

We also explore different approaches to calcu-
late λ and detailed in Appendix C. For consis-
tency, we use linear interpolation for all exper-
iments. Through experimentation, we find that
λmin = 0.01 and λmax = 0.16 provide a good
range, with Smin = 0% and Smax = 100% as the
sparsity bounds.
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Target sparsity
Method 10% 20% 30% 40% 50% 60% 70% 80% Avg

Llama2-7B (Dense=53.83)
OPTIPRUNE (Ours) 53.83 54.06 53.61 53.39 51.50 48.05 42.83 36.79 49.26
OWL 53.89 53.81 53.03 52.67 50.98 47.65 42.36 36.20 48.82
RIA 53.80 54.17 53.79 53.11 50.29 46.10 36.40 33.90 47.70
SparseGPT 53.88 53.49 53.35 52.36 50.12 47.25 39.89 33.48 47.98
Wanda 53.90 54.09 53.26 51.86 49.72 43.46 34.88 33.60 46.85

Llama2-13B (Dense=56.60)
OPTIPRUNE (Ours) 56.35 55.81 55.40 55.79 54.35 51.69 46.25 38.35 51.75
OWL 56.25 56.14 55.87 54.20 54.33 51.07 45.53 37.59 51.37
RIA 56.34 55.99 55.65 55.29 53.89 50.60 39.65 33.44 50.11
SparseGPT 56.35 55.98 55.89 55.12 54.08 50.51 42.74 35.30 50.75
Wanda 56.19 56.10 55.65 55.45 53.33 48.05 35.81 33.20 49.22

Llama3-8B (Dense=58.62)
OPTIPRUNE (Ours) 59.06 58.82 57.74 56.72 53.45 50.74 42.45 36.41 51.92
OWL 59.15 58.78 58.06 56.60 54.05 49.85 41.66 36.39 51.82
RIA 58.72 58.52 57.08 55.31 52.42 45.21 34.51 33.42 49.40
SparseGPT 59.10 58.70 57.75 56.59 53.42 48.64 40.20 34.91 51.16
Wanda 59.10 58.60 57.36 54.53 50.97 44.08 35.91 33.54 49.26

OPT-6.7B (Dense=46.89)
OPTIPRUNE (Ours) 47.59 46.98 47.11 46.64 45.52 44.18 41.83 37.60 44.68
OWL 47.00 47.19 47.19 46.59 45.56 44.18 41.54 37.15 44.55
RIA 46.94 46.88 46.72 46.41 45.50 43.31 36.10 35.63 43.44
SparseGPT 47.00 46.88 47.15 46.54 45.92 44.61 41.82 37.21 44.64
Wanda 46.97 46.93 46.89 46.24 43.35 38.06 35.11 33.15 42.09

Table 1: Zero-shot accuracy at each sparsity ratio, averaged across all benchmarks: Hellaswag, BoolQ, ARC
(Challenge/Easy), MNLI, QNLI, RTE, OpenBookQA, Winogrande, and MathQA. The results of OPTIPRUNE are
highlighted in blue . Bold numbers indicate the highest performance among the methods.

5.2 Obtain the layerwise non-uniform sparsity

After calculating λ to control non-uniform devia-
tion, we determine the layerwise non-uniform spar-
sity Si based on outliers, following the OWL ap-
proach (Yin et al., 2024) (Section 3.3). First, we
compute the outlier distribution for each layer as
D = [D1, D2, ..., Dn]. We then set Si ∝ 1 −Di

and scale it within the range [S−λ, S+λ]. The prin-
ciple is to assign lower sparsity to layers with more
outliers and higher sparsity to those with fewer out-
liers while maintaining the overall target sparsity
S.

5.3 Adaptive Solver

We select RIA and SparseGPT as the two SOTA
solvers to consider. Our finding (F2) shows
that these solvers excel in different target sparsity
ranges, with RIA suitable for low and SparseGPT

suitable for high target sparsity levels. To deter-
mine which solver to use for pruning each layer,
we introduce a hyperparameter τ . For the i-th layer,
we compare the non-uniform sparsity Si with τ . If
Si < τ , we apply RIA to find the sparsity mask
based on relative importance and activation. If
Si ≥ τ , we utilize SparseGPT to reconstruct the
weights and adaptively generate the mask.

5.4 Model pruning
The final step is to prune each layer of the model
based on the obtained non-uniform sparsity and the
solver. For layer i-th, we use the solver (obtained in
Step 3) to prune the weight matrices to the sparsity
Si (obtained in Step 2). We perform pruning on
the main weight matrices of the layer. For common
LLM architectures, this involves the multi-head
attention, which contains 4 weight matrices Q, K, V,
O, and feed-forward layers, which contain multiple
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Method ARC-C ARC-E BoolQ HSwag MathQA MNLI OBQA QNLI RTE WGrande AVG

Llama-2 (7B) (Touvron et al., 2023)

Dense 43.43 76.30 77.71 57.16 28.17 42.24 31.40 49.90 62.82 69.14 53.83
OPTIPRUNE 35.85 65.28 73.56 49.03 26.03 40.37 27.50 50.22 58.57 66.17 49.26
OWL 36.09 64.69 73.46 49.05 26.31 38.74 27.50 50.45 56.05 65.89 48.82
RIA 34.97 62.71 68.58 47.02 25.47 39.96 25.98 50.28 57.85 64.12 47.69
SparseGPT 35.41 63.60 70.15 48.25 26.25 37.73 27.05 50.51 55.42 65.40 47.98
Wanda 34.79 60.64 66.44 45.86 25.98 37.57 26.05 50.88 56.72 63.52 46.85

Llama-2 (13B) (Touvron et al., 2023)

Dense 48.46 79.38 80.61 60.07 32.06 43.19 35.00 49.53 65.34 72.38 56.60
OPTIPRUNE 40.00 69.76 78.01 52.42 28.60 40.42 29.98 49.57 59.39 69.36 51.75
OWL 39.88 69.49 77.25 52.08 28.46 40.09 29.88 49.51 58.21 68.88 51.37
RIA 38.46 66.94 73.12 50.43 28.32 39.92 28.62 49.52 58.98 66.75 50.11
SparseGPT 39.25 67.96 75.65 51.14 28.25 40.69 29.12 49.54 57.85 68.01 50.75
Wanda 38.01 63.89 71.15 49.32 27.73 40.12 28.32 49.28 58.08 66.34 49.22

Llama-3 (8B) (Dubey et al., 2024)

Dense 50.26 80.09 80.98 60.11 40.47 47.82 34.60 49.94 68.59 73.40 58.62
OPTIPRUNE 39.19 67.03 77.40 50.85 32.62 42.80 27.55 51.15 62.59 68.06 51.92
OWL 38.76 66.74 76.74 50.52 32.82 42.43 27.88 51.81 62.73 67.77 51.82
RIA 37.20 62.97 69.30 47.76 31.70 41.35 26.00 50.23 61.42 66.06 49.40
SparseGPT 38.77 66.00 74.87 49.77 32.73 42.18 27.20 51.48 61.60 67.04 51.16
Wanda 37.08 61.93 71.67 47.60 31.45 40.99 26.82 49.96 59.39 65.73 49.26

OPT (6.7B) (Zhang et al., 2022)

Dense 30.46 65.57 66.06 50.51 24.62 32.81 27.60 50.92 55.23 65.19 46.89
OPTIPRUNE 27.56 59.54 65.28 44.97 24.34 34.56 24.38 50.31 54.18 61.70 44.68
OWL 27.46 59.45 65.25 44.80 23.99 34.23 24.30 50.20 53.97 61.82 44.55
RIA 26.77 55.81 65.01 42.89 23.18 32.86 22.98 50.16 54.15 60.56 43.44
SparseGPT 27.59 60.05 65.25 45.25 23.92 33.81 24.30 50.32 53.70 62.21 44.64
Wanda 26.43 52.28 60.70 40.79 22.84 32.62 22.50 50.22 53.20 59.31 42.09

Table 2: Zero-shot accuracy of all benchmarks, averaged over all target sparsity (from 10% to 80% sparsity).
OPTIPRUNE ’s results are highlighted in blue . Dense models’ results are highlighted in gray . Bold numbers
indicate highest performance among methods.

matrices (e.g., 3 for Llama2 and 2 for OPT).

6 Experiments

6.1 Tasks and Datasets

We evaluate our model’s performance on both lan-
guage modeling and zero-shot classification tasks.
For language modeling, we measure perplexity
(PPL), with lower values indicating better perfor-
mance. This is assessed using the Wikitext2. For
zero-shot classification, we evaluate the models on
multiple benchmarks: Hellaswag, BoolQ, ARC,
MNLI, QNLI, RTE, OpenBookQA, Winogrande,
and MathQA (Details in Appendix D).

6.2 Baselines

We evaluate our approach against strong publicly
available LLMs, including Llama2 (7B, 13B) (Tou-
vron et al., 2023) Llama3 (8B) (Dubey et al., 2024),
and OPT (6.7B) (Zhang et al., 2022). We com-

pare with recent SOTA methods for LLM pruning,
such as SparseGPT (Frantar and Alistarh, 2023)
Wanda (Sun et al., 2024), RIA (Zhang et al., 2024),
and OWL (Yin et al., 2024). Since OWL only de-
termines the non-uniform sparsity and requires a
backbone method for pruning, we use SparseGPT
as the backbone for OWL, given its reported high-
est performance in OWL’s paper (Yin et al., 2024).

7 Results

7.1 Zero-shot performance at every sparsity

Table 1 presents the zero-shot accuracy for various
target sparsity levels. OPTIPRUNE consistently
outperforms other baselines across nearly all spar-
sity levels. Averaged over all sparsity ratios, it
achieves the highest accuracy compared to com-
peting approaches. This trend remains consistent
across different model architectures and sizes. Al-
though OPTIPRUNE does not have the highest
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performance at a few sparsity levels, it is still com-
petitive compared to the highest results. This result
highlights the robustness and performance of OP-
TIPRUNE at every target sparsity.

7.2 Zero-shot performance by benchmarks
Table 2 shows the zero-shot accuracy for all bench-
marks, averaged over all target sparsity levels. Our
method consistently outperforms baseline methods
across almost all benchmarks and achieves the high-
est average results. This improvement is evident
across different model architectures and sizes. The
strong performance across a diverse set of bench-
marks highlights the robustness of OPTIPRUNE

7.3 Perplexity
Table 3 shows the average perplexity across all
target sparsity levels. OPTIPRUNE outperforms all
baselines for Llama models. For the OPT model,
while OPTIPRUNE does not surpass OWL, it still
demonstrates competitive performance compared
to other SOTA methods.

7.4 Other Results
Semi-structured pruning with N : M constraint,
which requires that at least N out of every M con-
secutive elements be zero, allows for model prun-
ing while preserving hardware efficiency (Details
in Appendix F.1). Table 4 shows the perplexity per-
formance of models pruned in semi-structured 2:4.
The results show that OPTIPRUNE outperforms
other methods in most architectures.

We also assess the ability of OPTIPRUNE to
calibrate for specific languages. Calibration details
are provided in Appendix E.1 with results in Ap-
pendix E.3. The findings show that the original OP-
TIPRUNE already outperforms other SOTA meth-
ods across languages. Furthermore, OPTIPRUNE

with language calibration significantly enhances
performance, surpassing the baselines by a substan-
tial margin.

Additionally, in Appendix F.2, we discuss the
inference acceleration of sparse models.

Method Llama2-7B Llama2-13B Llama3-8B OPT-6.7B

OPTIPRUNE 18.98 13.68 39.42 26.55
RIA 152.88 65.15 310.23 1967.77
SparseGPT 23.18 22.61 44.56 26.35
OWL 20.61 14.81 39.67 24.49
Wanda 743.84 251.90 447.14 592.75

Table 3: Perplexity performance, averaged across all
sparsity.

Method Llama2-7B Llama2-13B Llama3-8B OPT-6.7B

OPTIPRUNE 12.31 9.86 18.49 16.09
RIA 12.75 9.49 25.81 17.63
SparseGPT 12.41 9.87 18.49 16.11
OWL 12.41 9.86 18.49 16.11
Wanda 13.72 10.17 27.71 17.80

Table 4: Semi-structured 2:4 pruning performance, mea-
sured by average perplexity across all sparsity.

8 Conclusions

This study addresses the limitations of existing
pruning methods by exploring the effects of vary-
ing target sparsity levels. We present and validate
two key findings: (1) Layerwise uniform sparsity is
effective at low sparsity levels, while non-uniform
sparsity excels at high sparsity levels; (2) Relative
importance-based mask pruning performs better
at low sparsity, whereas Hessian-based weight re-
construction is superior at high sparsity. Based on
these insights, we introduce OPTIPRUNE , an ef-
fective pruning method that remains robust across
all target sparsity levels. OPTIPRUNE uses non-
uniform with adaptive deviation and employs a
threshold to select the appropriate pruning solver.
Empirical results across various datasets, model
architectures, and languages confirm OPTIPRUNE

’s robustness and performance. Our method and
findings offer valuable insights for future research
in LLM pruning.

9 Limitations

Specificity of Pruning Methods. When examin-
ing the effect of solvers across different target spar-
sity levels, we focused on two methods: RIA and
SparseGPT. While SparseGPT aligns with other
Hessian-based weight reconstruction methods, RIA
is more tailored to its specific approach and may
not represent the full spectrum of mask-finding
techniques. Consequently, while the observation
that each method excels at particular sparsity levels
is valuable, it may be somewhat method-specific.
This insight remains important for guiding future
research.

Scale of Investigated Models. Due to compu-
tational constraints, we tested pruning methods on
models ranging from 6 to 13 billion parameters.
Larger LLMs were not explored, and future work
should extend this investigation to larger models to
confirm the generalizability of our results.
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A Detailed Calculation of Pruning
Methods

A.1 Calculation of Outlier Distribution

This section outlines the calculation of OWL (Yin
et al., 2024) for determining the layerwise outlier
distribution. The outlier score for a given Wij

is computed as Aij = ||Xj ||2 ∗ ||Wij ||, where
||Xj ||2 is the ℓ2 norm of input feature connected
to the weight. The outlier distribution of layer l is
calculated as follows.

Dl =

∑Cout
i=1

∑Cin
j=1 I

(
Al

ij > M ·Al
)

CinCout
(2)

where (Cout, Cin) are the dimensions of W, Al

is the mean of Al and I() is an indicator function
returning 1 if the condition is true, and 0 otherwise.

A.2 Calulation of Relative Importance and
Activation

The importance of parameter Wij is calculated as
follows.

RIAij =

(
|Wij |∑
|W∗j |

+
|Wij |∑
|Wi∗|

)
(∥Xi∥2)α

(3)
where

∑
|W∗j | is the sum of parameters in in-

put channel j,
∑

|Wi∗| is the sum in output chan-
nel i, and α is a hyperparameter controlling activa-
tion strength.
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Figure 6: Perplexity difference (∆ Perplexity) between
uniform and non-uniform sparsity, using RIA. Lower
perplexity indicates better performance. Negative ∆
indicates uniform outperforms non-uniform. Positive ∆
indicates non-uniform outperform uniform.

B Additional Experiments

B.1 Experiments on Uniform vs Non-uniform

Figure 6 illustrates the perplexity difference be-
tween uniform and non-uniform sparsity in models
pruned by RIA. Non-uniform sparsity outperforms
uniform sparsity at higher sparsity ratios. However,
at lower sparsity ratios, the benefits of non-uniform
sparsity diminish, with uniform sparsity proving
more effective. This pattern is consistent across all
architectures.

B.2 Experiments on Solvers
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Figure 7: Perplexity difference (∆ Perplexity) between
RIA with and without weight reconstruction. Lower
perplexity indicates better performance. Negative ∆
indicates weight reconstruction hurt the performance.
Positive ∆ indicates weight reconstruction improves the
performance.

We experiment on RIA, both with and without
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Sparsity ratio
λ Calculation 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 Avg

Linear translate 53.83 54.06 53.61 53.39 51.50 48.05 42.83 36.79 49.26
Sigmoid Function 53.78 54.20 53.70 53.15 50.56 47.92 42.82 36.85 49.12

Table 5: Zero-shot Accuracy at every sparsity ratio, Llama2(7B).

weight reconstruction, across different target spar-
sities. Using RIA’s mask, we applied SparseGPT’s
weight reconstruction technique and compared the
perplexity results. Figure 7 shows the perplexity
difference between RIA with and without weight re-
construction. The results indicate that while weight
reconstruction negatively impacts performance at
low sparsity, it improves performance at high spar-
sity levels.

C Approaches to calculate λ

This section investigates the two approaches to cal-
culating λ. The first one is linear translation.

λ(S) = λmin +
(S − Smin) · (λmax − λmin)

Smax − Smin

Where S represents the target sparsity for the cur-
rent layer or model. λmin and λmax are the bound-
aries for the deviation parameter. Another approach
uses a sigmoid function to calculate λ.

λ(S) = λmin+(λmax−λmin)·
1

1 + e
−k

(
S−Smin

Smax−Smin
−0.5

)
Unlike linear scaling, the sigmoid function

changes λ slowly near the boundaries of S and
more rapidly around mid-range sparsity (50%).

Table 5 compares the performance of two ap-
proaches of calculating λ based on target sparsity.
The results show that the two approaches perform
equally well. However, linear translation is more
stable and outperforms the translation by sigmoid
function.

D Details on Dataset

This section lists the benchmarks used in the evalu-
ation. Perplexity is evaluated on Wikitext2 (Mer-
ity et al., 2016). The benchmarks used for zero-
shot evaluation includes Hellaswag (Zellers et al.,
2019), BoolQ (Clark et al., 2019), ARC (Chal-
lenge/Easy) (Clark et al., 2018), MNLI (Williams

et al., 2018), QNLI (Wang et al., 2018), RTE (Da-
gan et al., 2005), OpenBookQA (Mihaylov et al.,
2018), Winogrande (Sakaguchi et al., 2020), and
MathQA (Amini et al., 2019)

E Calibration on specific language

E.1 OPTIPRUNE with language calibration

Most existing pruning methods (Frantar and Alis-
tarh, 2023; Sun et al., 2024; Zhang et al., 2024) use
a small amount of calibration data—typically 128
examples from the C4 dataset (Raffel et al., 2020).
Despite the small sample size, our study finds that
this data can significantly impact multilingual per-
formance. Our preliminary results show that by
adjusting the calibration data to focus on a spe-
cific language, we can notably improve perplexity
for that language, especially at high target spar-
sity levels. To leverage this insight, we develop a
version of OPTIPRUNE calibrated for specific lan-
guages, using 128 examples from the Multilingual-
C4 dataset (Xue et al., 2021) for calibration.

E.2 Evaluation data

To assess multilingual perplexity performance, we
curated datasets comparable to the Wikitext2 test
set (Merity et al., 2016) in multiple languages. We
ensured that each dataset was similar in size to
Wikitext2, specifically maintaining around 5 mil-
lion tokens per dataset, as tokenized by the Llama
tokenizer.

E.3 Results

Table 6 presents perplexity results on Wikitext
for various languages, including German, Spanish,
French, Vietnamese, Chinese, and Japanese, aver-
aged across all target sparsity levels. The results
indicate that the original OPTIPRUNE already out-
performs other SOTA methods. Furthermore, OP-
TIPRUNE with language calibration significantly
enhances performance, surpassing the baselines by
a substantial margin.
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Method de es fr vi zh ja

OPTIPRUNE -LC 8.49 7.41 8.05 3.22 5.77 9.21
OPTIPRUNE 24.04 16.23 14.87 7.01 11.23 9.25
RIA 60.18 32.76 32.82 10.87 473.72 579.88
SparseGPT 66.67 33.41 28.78 10.33 19.80 18.82
OWL 28.13 17.45 16.00 7.69 12.17 10.19
Wanda 223.80 108.37 126.10 49.84 407.26 1751.95

Table 6: Average perplexity across all target sparsity
levels, measured on Wikitext for various languages:
German (de), Spanish (es), French (fr), Vietnamese
(vi), Chinese (zh), and Japanese (ja). Original OP-
TIPRUNE and the version with specific language calibra-
tion (OPTIPRUNE-LC) are compared with baselines.

F Inference of Pruned Models

F.1 N:M Pruning
NVIDIA recently introduced N:M sparsity (Mishra
et al., 2021) as a technique to compress neural
networks while maintaining hardware efficiency.
This approach requires that at least N out of ev-
ery M consecutive elements be zero, facilitating
faster matrix-multiply-accumulate operations. For
example, a 2:4 sparsity ratio yields 50% sparsity,
which can effectively double inference speed on
NVIDIA’s Ampere GPUs.

F.2 Inference Acceleration

Strategy Q/K/V/Out Up/Gate Down Overall

Unstructured 50% 0.98x 0.98x 0.97x 0.98x
2:4 (cuTLASS) 1.21x 1.23x 1.23x 1.22x

2:4 (cuSPARSELT) 1.64x 1.65x 1.62x 1.63x

Table 7: Inference time on Llama2 (13B)

Unstructured sparsity 40% 50% 60%

Speedup 1.57x 1.82x 2.16x

Table 8: Speedup over dense version of OPT(2.7B) in
DeepSparse

Pruning of models can improve inference effi-
ciency. The improvements in inference have been
actively studied in previous studies. Although the
post-training pruning methods are different, they
all follow the same strategy (unstructured, semi-
structured pruning). The only difference is which
parameters the method chooses to prune. Theoret-
ically, the inference efficiency should be approxi-
mately the same for these pruning methods at the
same target sparsity and model architecture. This
section includes the inference acceleration in prun-
ing that has been previously studied. Theoretically,

the acceleration observed in these studies should
apply to OptiPrune.

Table 7 shows the inference time on
Llama2(13B), reported by Zhang et al. (2024),
experimented on NVIDIA Tesla A100 with
cuTLASS and cuSPARSELt library for Sparse
Matrix-Matrix Multiplication (Mishra et al., 2021).
The results show that 50% semi-structure pruned
model can achieve up to 1.6 times speed up.

Table 8 shows the CPU inference time speedup
on pruned OPT(2.7B), reported by Frantar and Al-
istarh (2023). The experiments use DeepSparse
engine (NeuralMagic, 2021).
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