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Abstract

Implicitly abusive language (IAL), unlike its
explicit counterpart, lacks overt slurs or unam-
biguously offensive keywords, such as bimbo
or scum, making it challenging to detect and
mitigate. While current research predominantly
focuses on explicitly abusive language, the sub-
tler and more covert forms of IAL remain insuf-
ficiently studied. The rapid advancement and
widespread adoption of large language models
(LLMs) have opened new possibilities for var-
ious NLP tasks, but their application to IAL
detection has been limited. We revisit three
very recent challenging datasets of IAL and
investigate the potential of LLMs to enhance
the detection of IAL in English through zero-
shot and few-shot prompting approaches. We
evaluate the models’ capabilities in classifying
sentences directly as either IAL or benign, and
in extracting linguistic features associated with
IAL. Our results indicate that classifiers trained
on features extracted by advanced LLMs out-
perform the best previously reported results,
achieving near-human performance.

1 Introduction

Offensive language is commonly defined as hurtful,
derogatory or obscene utterances made by one per-
son to another person.1 Closely related terms, e.g.
abusive language (Nobata et al., 2016), cyber bul-
lying (Zhong et al., 2016) or hate speech (Waseem
and Hovy, 2016), are compatible with the definition
above. In the remainder, we use the term abusive
language simply because most datasets we work
with in this paper use that expression.

1http://thelawdictionary.org

Implicitly abusive language (IAL) represents a
subtle form of abusive language. Unlike explicitly
abusive language (1)-(2), which includes overtly of-
fensive expressions, IAL involves subtler expres-
sions that convey hostility without using explicit
discriminatory language (3)-(4).

(1) Negros are so dumb.
(2) my fag jew teacher told my principal that i have white

power markings on my binder and backpack i was sus-
pended for 1 week ! [sic]

(3) I think Whites should home school their children if at
all possible.

(4) Have Muslims ever made a contribution to our society?

While explicitly abusive language has been the pri-
mary focus of recent studies, the subtler forms of
IAL still pose a considerable challenge (van Aken
et al., 2018). Automated detection of IAL is more
complex than identifying explicit instances because
it requires classifiers to go beyond simple keyword
detection and understand the nuanced meaning be-
hind linguistic patterns.

A common approach for detecting abusive lan-
guage, whether explicit or implicit, is supervised
learning (Wiegand et al., 2021b). This method re-
lies heavily on manually annotated data to train
models effectively (Plaza-del arco et al., 2023).
However, creating sufficient annotated training data
can be costly, especially for smaller organizations,
as noted by Ding et al. (2022). This challenge is
especially pronounced for IAL, where the subtle
language requires domain-specific knowledge to
interpret it, making annotation more complex and
resource-intensive (Waseem et al., 2017).

Given these challenges, large language mod-
els (LLMs) offer a promising alternative to human
annotators. They can generate text that closely

http://thelawdictionary.org
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mimics human language and perform various NLP
tasks, such as translating languages, creating sum-
maries and answering questions (Ding et al., 2022;
Chen et al., 2023; Baktash and Dawodi, 2023).

In this paper, we use zero-shot and few-shot ap-
proaches to assess whether LLMs can directly rec-
ognize IAL or identify linguistic features correlated
with IAL. The direct recognition of IAL is the most
straightforward and a fairly simple method for au-
tomatically recognizing a specific linguistic phe-
nomenon. It also allows us to investigate the extent
to which LLMs inherently grasp IAL. By also con-
sidering the identification of linguistic features, we
can explore how a set of specific linguistic cate-
gories, which are typically easier to detect than the
complex phenomenon of IAL, can be utilized to
identify IAL. Both direct recognition and the iden-
tification of linguistic features are evaluated on
three recent, challenging datasets for IAL: one
targeting abusive language towards identity groups,
another focusing on euphemistically abusive lan-
guage and a third on abusive comparisons.

Our contributions are as follows:

• We revisit three challenging recent datasets for
IAL using zero-shot and few-shot approaches
with LLMs.

• We show that advanced LLMs, such as GPT-4,
can be a viable alternative to human annota-
tors for extracting difficult linguistic features.

• We establish new benchmark performance
with our approaches using LLMs, achieving
near-human performance on all three datasets.

2 Related Work

The escalating prevalence of abusive language on-
line and its detrimental effects underscore the ur-
gency of abusive language detection in NLP (Gel-
ber and McNamara, 2016; Mullen and Smyth,
2004; Müller and Schwarz, 2017). This challenge
requires a nuanced understanding of both explicit
and implicit forms. Fortuna and Nunes (2018)
and Schmidt and Wiegand (2017) contribute to
this understanding by providing a comprehensive
overview of the current state of the automatic detec-
tion of abusive language detection, organizing prior
research, methods and datasets, and highlighting
the complexities and societal impacts associated
with abusive language.

In the area of detecting abusive language de-
tection, Hartvigsen et al. (2022) introduce Toxi-
Gen, a large-scale dataset generated using GPT-3

(Brown et al., 2020a), demonstrating that the us-
age of LLMs can improve classifiers’ ability to
identify subtle, implicitly toxic language. Plaza-
del arco et al. (2023) investigate the application of
zero-shot learning with various LLMs for abusive
language detection across three languages: English,
Italian and Spanish. Their research indicates that
zero-shot prompting with LLMs can match or ex-
ceed the performance of fine-tuned models, making
it a viable option for under-resourced languages.
Min et al. (2022) examine how LLMs perform in
in-context learning by analyzing various tasks, in-
cluding abusive language detection. Huang et al.
(2023) investigate the potential of using ChatGPT,
presumed to be GPT-3.5, to detect IAL and gener-
ate natural language explanations, demonstrating
that GPT-3.5 provides clear and often convincing
explanations.

Recent studies also explore the use of LLMs
for data annotation across various NLP tasks. Ding
et al. (2022) assess the effectiveness of GPT-3 in an-
notating datasets for a range of applications. They
demonstrate that GPT-3 reduces the need for labor-
intensive manual annotations, although improve-
ments are needed in the quality of the data pro-
duced. Similarly, Gilardi et al. (2023) demonstrate
that GPT-3.5 outperforms crowd-workers achiev-
ing higher accuracy and inter-annotator agreement
at a fraction of the cost. Chiang and Lee (2023)
explore the potential of using LLMs as an alterna-
tive to human evaluators for assessing the quality
of text in various NLP tasks, finding that LLMs
produce consistent and reproducible evaluations
comparable to expert human assessments.

Building on prior research into LLMs for abusive
language detection and human annotation substi-
tution, this study focuses on IAL detection using
zero-shot and few-shot prompting. Our key contri-
bution lies in comparing LLM-driven IAL annota-
tion with human annotations, addressing complex
linguistic phenomena such as euphemisms, contra-
dictory comparisons, absurd images, etc., which
challenge even human annotators. Despite the com-
plexity of the task and the novelty of the datasets,
our findings demonstrate that LLMs can effectively
handle these nuanced tasks.

3 Data and Tasks

In our experiment, we make use of three datasets,
each tailored to a specific subtype of IAL. These
datasets are structured for binary text classifica-
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tion tasks where the objective is to differentiate
between the subtype of IAL and non-abusive lan-
guage at the sentence level. All datasets treat the
text instances out of context. Moreover, for each of
these datasets, a set of complex linguistic features
have been explored. These datasets also have in
common that they were crafted to ensure minimal
biases. This was mainly achieved by producing dif-
ficult non-abusive instances that were aimed to be
structurally and semantically similar to the abusive
instances of the respective dataset, e.g. by employ-
ing contrast sets (Gardner et al., 2020). Thus, the
datasets should not exhibit notable spurious corre-
lations (Ramponi and Tonelli, 2022) that classifiers
for IAL often overfit to (Wiegand et al., 2021b).

The following descriptions provide an overview
of the three datasets used in this study, each repre-
senting distinct aspects of IAL.

Identity Groups. Wiegand et al. (2022) intro-
duced a dataset on IAL focusing on negative stereo-
types, targeted against specific identity groups,
namely gay people, Jews, Muslims and women,
using data extracted from Twitter (now X). The
dataset consists of 2,221 sentences, out of which
1,249 were manually labeled as abusive.

For their modelling approach, the authors iden-
tified exactly three distinct linguistic features to
coincide with this type of abuse. These features
were then used to build various classifiers. The
first feature addresses the non-episodic nature of
abusive language, which refers to habitual or gen-
eralizing statements (5), rather than references to
specific incidents (6). The second feature assesses
whether the target is depicted as a perpetrator, sug-
gesting guilt or wrongdoing (7). The third feature
examines whether the target is portrayed as a non-
conformist, implying deviation from societal norms
(8).

(5) Muslims are peddling fake news as always.
(6) Muslims pillage embassy of Saudi Muslims.
(7) Muslims terrorize the world daily.
(8) Muslims dislike peace.

Euphemistic Abuse. Wiegand et al. (2023) cre-
ated a dataset to detect subtle, euphemistically abu-
sive language that paraphrases explicit abuse (9)-
(11). This dataset, generated through crowdsourc-
ing, focuses on high lexical variability to challenge
classifiers in identifying nuanced forms of abuse.
It consists of 1,797 sentences, out of which 640
were manually labeled as abusive.

(9) You would fit well in a brothel. (→ You are whorey).

(10) You are truly the best at doing nothing. (→ You are
lazy.)

(11) You enjoy sharing your genitals with everyone you lay
your eyes on. (→ You are licentious.)

Wiegand et al. (2023) identified six linguistic fea-
tures of euphemistic abuse and trained a supervised
classifier using these manually extracted features.
One example of these features are extreme or ab-
solute language (10) that may be conveyed by the
usage of superlatives, generalizations or hyperbole.
Another feature is the use of words linked to taboo
subjects, such as physical or mental abnormalities,
particular body parts, death, etc. (11).

Comparisons. The dataset by Wiegand et al.
(2021a) focuses on detecting implicit abuse through
comparative statements (12)-(14). It was also cre-
ated through crowdsourcing and consists of 1,000
sentences, out of which 500 were manually labeled
as abusive.

(12) You make me feel like bringing up my lunch.
(13) You behave like a toddler on acid.
(14) You are as smart as a Neanderthal.

For classification, a combination of linguistic
features similar to the approach of Wiegand et al.
(2023) was proposed for supervised classification.
Among the six manually compiled features2 are, for
example, absurd images (13) where comparisons
invoke bizarre or highly unlikely scenarios to add a
layer of ridicule or surreal critique. Another feature
concerns contradictions (14). These generally oc-
cur when the characteristic of the comparison, e.g.
smart, is contrary to the prototypical characteristics
associated with the vehicle, e.g. a Neanderthal, is
typically considered to be simpleminded. Such sar-
castic comparisons are often perceived as abusive.

Tables 22 and 23 of Appendix A.6 provide a
complete list of the manually extracted features
proposed for euphemistic abuse and abusive com-
parisons that we consider in this work.

4 Method

We carefully selected LLMs to directly detect IAL
(§4.2) and identify linguistic features predictive
of IAL (§4.3). We also include a rule-based clas-
sifier (§4.5) and supervised classifiers (§4.6) that
utilize the features extracted by the LLMs in their
decision-making process.

2That work also examined automatically generated features
that are notably simpler to produce relying, for example, on
part-of-speech or frequency information.
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4.1 Selection of LLMs and Settings

As LLMs for our experiments, we selected GPT-
3.5 (Brown et al., 2020a), GPT-4 (OpenAI et al.,
2023) and LLaMA-3 (Dubey et al., 2024). We
chose GPT-3.5 and GPT-4 due to their advanced
language understanding and generation capabilities,
along with their strong performance across various
NLP tasks (Chen et al., 2023; Baktash and Dawodi,
2023). To complement these proprietary models,
we also included LLaMA-3 as a very recent open-
source alternative. We chose the default settings3

that were proposed by the platforms through which
we use these models, i.e. OpenAI and Replicate
(OpenAI Playground; Replicate, 2024).

4.2 LLM-Driven Direct Detection of IAL

One objective of this work is to evaluate the ability
of LLMs to directly identify IAL. To achieve this,
we employ prompts that directly address the task
rather than correlated features. For this purpose,
we have developed both zero-shot and few-shot
prompting approaches.

Zero-shot prompting provides the LLM with a
natural language description of the task without
any examples or prior demonstrations of the task.
The expectation is for the LLM to understand and
execute the task based solely on its pre-training and
the provided description. This approach is advanta-
geous for its convenience and potential robustness,
as it avoids the LLM learning spurious correlations
from specific examples. However, it can also be
challenging; without examples, the LLM might not
clearly grasp the task requirements, particularly if
the task format is ambiguous (Brown et al., 2020b).

Few-shot prompting equips the LLM with a few
task-specific examples in addition to the task de-
scription. These examples act as a reference for the
LLM on how the task should be performed.

Figure 1 illustrates the zero-shot prompt struc-
ture we devised for the task of detecting IAL with
LLMs. The selected identifiers, hateful, abusive,
offensive, toxic and insulting, reflect the wide spec-
trum of language constituting abusive language.
Differences in prompt formulation can substantially
influence the performance of LLMs (Zhang et al.,
2021; Min et al., 2022; Plaza-del arco et al., 2023).
By incorporating a range of terms, the aim is to
capture the varied expressions of abusive language,
thereby ensuring a more comprehensive assessment
of the LLMs’ capabilities in detecting IAL.

3The specific settings are provided in Appendix A.1.

For the few-shot4 solution, a balanced setup with
10 labeled examples was implemented, evenly split
between the two classes, abusive and non-abusive
language. The decision to use 10 examples was
based on the findings of Min et al. (2022), which
indicate that this is the point at which the perfor-
mance of LLMs begins to plateau. To avoid ar-
tificially simplifying the task by providing LLMs
with direct solutions, the examples chosen were not
taken from the dataset itself. Instead, we treated the
LLMs like human annotators, selecting examples
from annotation guidelines and papers that present
the datasets (Wiegand et al., 2021a; 2022; 2023).
This ensured that the examples were both effec-
tive and prototypical, without revealing the correct
answers of the test data directly.

4.3 LLM-Driven Feature Extraction
IAL, despite its subtle nature, possesses discernible
characteristics that make it possible to detect. As
outlined in §3, previous research accounted for that
by establishing various linguistic features corre-
lated with the particular subtypes of IAL. We tried
to systematically extract these features with LLMs.

In our zero-shot prompting approach, we give
the LLM a natural language description of the task5

without including any examples. We included a def-
inition of a feature if the concept to be annotated
was not straightforward. For these cases, we used
the definition from the paper that introduced the
respective feature. For instance, for the prompt tem-
plate of the feature non-conformist views (15), we
included a definition, whereas for the feature con-
tradiction, given the simplicity of the underlying
concept, we did not include one (16).

(15) Non-conformist views are sentences in which the sen-
timent of the person performing the action (agent) to-
wards the person or the thing receiving the action (pa-
tient) disagrees with the sentiment of the patient. In
this context, consider this sentence “{sentence}” Does
the author of this sentence think that {target6} are non-
conformist?

(16) Is there a contradiction in the following sentence? “{sen-
tence}”

In our few-shot prompting approach, we devel-
oped the prompt templates for LLM-driven feature
extraction by adding 10 examples to the original

4The complete prompt templates are provided in Appen-
dices A.4 and A.5.

5Tables 19-21 of Appendix A.5 present the complete zero-
shot prompt templates designed to extract the linguistic fea-
tures of IAL.

6The placeholder {target} represents one of four identity
groups: gay people, women, Jews or Muslims.
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available_identifiers← [“hateful”, “abusive”, “offensive”, “toxic”, “insulting”]
identifier← selectIdentifierToUseForClassification(available_identifiers)
sentences← getAllInstances(dataset)
for sentence in sentences do

prompt← ‘Is this sentence {identifier}? “{sentence}” Answer either “YES” or “NO”. No other answer permitted.’
end for

Figure 1: Zero-shot prompt structure for the task of direct detection of IAL.

procedure isImplicitlyAbusive(sentence)
abusive← FALSE
if not (getAspect(sentence) == EPISODIC) then

if hasPerpetrator(sentence) then
abusive← TRUE

else if hasNonConformistView(sentence) then
abusive← TRUE

end if
end if
return abusive

end procedure

Figure 2: Rule-based classifier for the dataset Identity
Groups.

zero-shot prompt template. Table 1 demonstrates
this method using the feature non-conformist. The
examples were taken either from the annotation
guidelines or from the paper presenting the respec-
tive dataset (Wiegand et al., 2021a; 2022; 2023).

4.4 Prompt Optimization and Response
Preprocessing

To ensure that the LLM responses aligned with our
requirements, we optimized the prompts through
a process of trial and error. Strategies included ex-
plicit instructions such as: Answer either YES or
NO. No other answer is permitted. Despite these
efforts, the LLMs did not always follow the instruc-
tions perfectly, and minor deviations occasionally
occurred.

To address these inconsistencies, we imple-
mented preprocessing steps to standardize re-
sponses without altering the original outputs of
the LLMs. These included converting text to upper-
case, removing punctuation, and extracting YES
or NO responses using regular expressions. In rare
instances where the LLMs failed to provide a clear
response, we replaced non-responses with the most
frequent label generated by the respective LLM
within each dataset. Each LLM-prompt-dataset
combination was executed only once.

4.5 Feature Combination through Rule-Based
Classifier (on the Dataset Identity Groups)

Wiegand et al. (2022) developed a rule-based clas-
sifier for the dataset Identity Groups by assessing
sentences according to the linguistic features de-
scribed in §3. The classifier (see Figure 2), operates
by determining whether a sentence is non-episodic,
which indicates that it describes habitual or routine
behaviors rather than isolated events. It then checks
if the sentence depicts the targeted group as either
perpetrators involved in reprehensible actions or as
non-conformists who deviate from societal norms.
A sentence is classified as IAL if it satisfies the
non-episodic condition and at least one of the latter
conditions, such as (17) and (18); otherwise, it is
labeled as non-abusive, such as (19) and (20).

(17) Lesbians pressure straight women into being lesbians
all the time.
{non-episodic, perpetrator, conformistic}→ abuse

(18) Muslims lack basic morality bcoz quran [sic] lacks
morality lessons.
{non-episodic, no-perpetrator, non-conformistic} →
abuse

(19) Jews censure Miley Cyrus for not raising Gypsy
apartheid issue on ‘Gypsy Heart’ tour.
{episodic, no-perpetrator, non-conformistic}→ other

(20) All women grapple with the voice of self- doubt [sic] in
one way or another.
{non-episodic, no-perpetrator, conformistic}→ other

Wiegand et al. (2022) instantiate this classifier in
two different ways, either by manually extracting
them, which should be considered an upper bound
of human annotation, or automatically using a cas-
cade of three automatic classifiers that implement
each feature conventionally, i.e. using traditional
NLP resources like word lists, rather than LLMs.
Wiegand et al. (2022) refer to the latter as the lin-
guistically informed classifier. In this paper, we
introduce a third variant of the rule-based classifier
that implements these three features using LLMs.
This allows us to examine in how far the effec-
tiveness of the rule-based classifier depends on the
quality of the implementation of its three linguistic
features.

Unfortunately, there is no similar rule-based clas-
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Prompt Template
Non-conformist views are sentences in which the sentiment of the person performing the action (agent) towards
the person or the thing receiving the action (patient) disagrees with the sentiment of the patient. In this context,
consider this sentence “sentence” Does the author of this sentence think that the agents (in this case {target})
are non-conformists? Answer either “YES” or “NO”. No other answer is permitted. Here are examples:
Sentence: “Lesbians pray to Satan.” Answer: “YES”
Sentence: “Jews long for a safe Israel.” Answer: “NO”
Sentence: “Muslims dislike peace.” Answer: “YES”
Sentence: “Women abhor violence.” Answer: “NO”
Sentence: “Lesbians disrespect God’s plan.” Answer: “YES”
Sentence: “Muslims grieve for their brothers.” Answer: “NO”
Sentence: “Muslims glorify violence.” Answer: “YES”
Sentence: “Jews suffer from ethnic cleansing.” Answer: “NO”
Sentence: “Muslims revert to stoning victims.” Answer: “YES”
Sentence: “Nowadays, women are promoting self-assurance and valuing their own importance.” Answer: “NO”

Table 1: Few-shot prompt template for extracting the linguistic feature non-conformist using LLMs. The placeholder
{target} represents one of four identity groups: gay people, women, Jews or Muslims.

sifier for the other two datasets, i.e. Euphemistic
Abuse and Comparisons. Therefore, we examine
this rule-based approach only for the dataset Iden-
tity Groups.

4.6 Completion Combination through
Logistic Regression

To investigate whether the different completions of
the LLMs can be usefully combined for detecting
IAL, three logistic regression models were built
following different training scenarios.

The first model uses completions from our ex-
periments on the direct detection of IAL (§4.2). It
uses the completions by the LLMs to the five identi-
fiers hateful, abusive, offensive, toxic and insulting.
These responses, more specifically the individual
class predictions, are used as features for training.
With this setup, we aim to assess whether combin-
ing all identifiers provides some benefit compared
to focusing on predictions from just one identifier.

The second model is trained using completions
derived from the LLM-driven feature extraction
(§4.3). While we have already introduced a method
for combining features for the dataset Identity
Groups through rule-based classification (§4.5), no
equivalent method exists for the other two datasets.
By combining features through logistic regression,
we present a universally applicable technique.

The third model is a blend of the previous two. It
combines the responses to the five prompts with the
identifiers and completions from the LLM-driven
linguistic feature extraction.

We employed logistic regression as implemented
in scikit-learn (Pedregosa et al., 2011) and evalu-
ated the resulting classifiers using five-fold cross-
validation on each of the three datasets separately.

5 Results

5.1 Direct Detection of IAL

Table 2 presents the results of the direct detection
of IAL using LLMs in both zero-shot and few-shot
settings. It displays the average F1 scores and stan-
dard deviations for five different identifiers, with
these metrics calculated from individual macro-
averaged F1 scores across the selected LLMs, i.e.
GPT-3.5, GPT-4 and LLaMA-3, as well as the three
datasets, i.e. Identity Groups, Euphemistic Abuse
and Comparisons.7 Table 2 indicates that the per-
formance of all five identifiers is relatively similar,
with no identifier notably outperforming the oth-
ers. The offensive identifier achieved on average
the highest F1 score, along with the second-lowest
standard deviation. As a result, we have selected it
as the reference identifier for subsequent analysis.
On average, the few-shot approach demonstrates
better performance than the zero-shot approach.

Identifier Zero-shot Few-shot Average
hateful 69.4 (±8.6) 72.3 (±9.7) 70.9 (±9.1)
insulting 70.7 (±7.8) 71.6 (±9.3) 71.2 (±8.5)
offensive 70.9 (±8.2) 72.7 (±9.0) 71.8 (±8.6)
toxic 70.8 (±8.6) 72.4 (±8.7) 71.6 (±8.6)
abusive 69.2 (±9.3) 72.8 (±9.9) 71.0 (±9.6)

Table 2: Direct detection of IAL: Average F1 scores and
standard deviations calculated from individual macro-
averaged F1 scores across multiple LLMs (GPT-3.5,
GPT-4 and LLaMA-3) and datasets (Identity Groups,
Comparisons and Euphemistic Abuse).

Table 3 reports on the results of the direct detec-
tion of IAL on each dataset separately. It shows
the macro-averaged F1 score only for the specific

7Detailed results for each identifier are provided in Tables
12-14 of Appendix A.2.
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identifier offensive. The LLMs demonstrate vary-
ing levels of performance, with GPT-4 performing
the best, followed by LLaMA-3, while GPT-3.5
lags notably behind. The Identity Groups dataset
appears to be easier for the models, with all models
performing better on this task. On average, the few-
shot approach shows better results than zero-shot.

Dataset Model ZS FS
Identity Groups GPT-3.5 64.91 71.95
Identity Groups GPT-4 81.26 82.37
Identity Groups LLaMA-3 79.38 82.31
Comparisons GPT-3.5 58.90 57.67
Comparisons GPT-4 75.93 74.93
Comparisons LLaMA-3 69.43 70.34
Euphemistic Abuse GPT-3.5 59.76 58.73
Euphemistic Abuse GPT-4 76.16 78.01
Euphemistic Abuse LLaMA-3 71.62 75.63

Table 3: Direct detection of IAL: Macro-averaged F1
scores of the identifier offensive in the zero-shot (ZS)
and few-shot (FS) approaches.

5.2 Feature Combination through Rule-Based
Classifier (on the Dataset Identity Groups)

Table 4 presents the macro-averaged F1 scores for
the rule-based classifier (§4.5) on the dataset Iden-
tity Groups using different ways of how the features
are extracted. The results show that all but three
classifiers achieved higher scores than the classi-
fier that relied on manually extracted features by
human annotators. These three exceptions used fea-
tures extracted by GPT-3.5 and features extracted
with the help of traditional NLP resources, such
as word lists, as proposed by Wiegand et al. (2022).
The latter result shows impressively that traditional
resources are notably inferior to LLMs. All rule-
based classifiers using features extracted by either
GPT-4 or LLaMA-3 outperform the classifier using
features extracted by human annotators by a large
degree. These findings align with the work of Gi-
lardi et al. (2023), who demonstrated that LLMs
can outperform crowdworkers in several annotation
tasks.

5.3 Feature Combination through Logistic
Regression

Table 5 describes the exact configurations corre-
sponding to the different identifiers used in subse-
quent tables. Table 6 describes classification meth-
ods underlying the best previously reported results
taken from Wiegand et al. (2021a; 2022; 2023).
Tables 7-9 report the performance of the logistic
regression models that combine predictions of dif-

Rule-based classifier using features ... F1
extracted by GPT-3.5 zero-shot 59.6
extracted with traditional NLP resources∗ 71.9
extracted by GPT-3.5 few-shot 72.8
extracted by human annotators 77.7
extracted by GPT-4 zero-shot 82.8
extracted by LLaMA-3 zero-shot 83.3
extracted by LLaMA-3 few-shot 84.8
extracted by GPT-4 few-shot 86.2

∗: this corresponds to the linguistically informed classifier as proposed by
Wiegand et al. (2022)

Table 4: Dataset Identity Groups: Macro-averaged F1
scores for rule-based classifiers using (the same) fea-
tures generated in different ways.

ferent kinds of LLM completions for the datasets
Identity Groups, Euphemistic Abuse and Compar-
isons, respectively. Instead of reporting F-scores,
we present the percentage change (based on macro-
average F1) of one classifier relative to another.

Classifier Referring to results of ...

one identifier the respective LLM at direct detection
of IAL using the identifier offensive

combined ident.

logistic regression models trained
on the LLM completions of all
five identifiers: hateful, insulting,
offensive, toxic and abusive

ling. features

logistic regression models
trained on linguistic features
for the respective dataset (§A.6)
extracted by the respective LLM

ling. features +
combined ident.

logistic regression models trained
on linguistic features (extracted
by the respective LLM) and LLM
completions of all five identifiers

best previously
reported result

best performing classifiers reported
by respective previous work
(Wiegand et al., 2021a, 2022, 2023),
see also Table 6

Table 5: Description of classifiers used in Tables 7-9.

For the task of recognizing abuse directed at
identity groups, referred to as the dataset Identity
Groups, the results are presented in Table 7. It
shows that, except for GPT-3.5 in the few-shot
approach, all models that combine the completions
of all five identifiers outperform the direct detection
of abusive language results of the single identifier
offensive. The capabilities of GPT-4 and LLaMA-3
in recognizing abusive language directly are close
to those of models trained on linguistic features.
The strongest classifier is the model trained on both
linguistic features and combined identifiers. With
the exception of GPT-3.5, all classifiers presented
here outperform the best previously reported results
(Wiegand et al., 2022).

Table 8 displays the same classifier configura-
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Dataset Model Additional Details F1

Identity
Groups Logis. Regr.

trained on (manually
extracted) linguistic
features

77.7

Euphem.
Abuse Logis. Regr.

trained on (manually
extracted) linguistic
features

75.6

Compar. BERT

fine-tuned on dataset
combined with
(manually extracted)
linguistic features

72.9

Table 6: Description of the best previously reported
classifiers from Wiegand et al. (2021a; 2022; 2023).

tions as in Table 7, but applied to the dataset Eu-
phemistic Abuse. Models using combined identi-
fiers outperform the LLMs’ direct detection capa-
bilities with the single identifier offensive. The di-
rect detection capabilities of the LLMs (combined
identifiers) generally outperform the feature-based
approaches (linguistic features). As in Table 7, the
strongest classifiers are the models trained on both
linguistic features and combined identifiers. No-
tably, the classifiers trained on features extracted
by GPT-4 in both approaches and LLaMA-3 in the
few-shot approach outperform the best previously
reported results (Wiegand et al., 2023).

Comparison LLM ZS FS
one ident. vs. comb. ident. GPT-3.5 +3.1 -0.9
one ident. vs. comb. ident. GPT-4 +3.7 +4.8
one ident. vs. comb. ident. LLaMA-3 +1.0 +0.8
ling. feats. vs. comb. ident. GPT-3.5 -7.2 +14.2
ling. feats. vs. comb. ident. GPT-4 +3.8 +0.6
ling. feats. vs. comb. ident. LLaMA-3 -0.5 -1.7
ling. feats. vs.
ling. feats. + comb. ident. GPT-3.5 +3.4 +15.1

ling. feats. vs.
ling. feats. + comb. ident. GPT-4 +5.1 +1.3

ling. feats. vs.
ling. feats. + comb. ident. LLaMA-3 +4.2 +1.1

best previously rep. result
vs. ling. feats. + comb. ident. GPT-3.5 -4.1 -7.4

best previously rep. result
vs. ling. feats. + comb. ident. GPT-4 +9.8 +11.8

best previously rep. result
vs. ling. feats. + comb. ident. LLaMA-3 +8.1 +9.8

Table 7: Dataset Identity Groups: Comparison of clas-
sifiers with percentual change in macro-averaged F1
scores in the zero-shot (ZS) and the few-shot (FS) ap-
proach. Table 5 offers a description of each classifier.

Table 9 displays the same classifier configura-
tions as in Table 7, but applied to the dataset Com-
parisons. Models using combined identifiers con-
tinue to outperform the LLMs’ direct detection
capabilities with the single identifier offensive. The
direct detection capabilities of the LLMs are gen-

Comparison LLM ZS FS
one ident. vs. comb. ident. GPT-3.5 +3.2 +4.7
one ident. vs. comb. ident. GPT-4 +0.4 +1.3
one ident. vs. comb. ident. LLaMA-3 +0.5 +0.4
ling. feats. vs. comb. ident. GPT-3.5 +2.2 +0.4
ling. feats. vs. comb. ident. GPT-4 +9.7 +8.4
ling. feats. vs. comb. ident. LLaMA-3 +1.8 +4.7
ling. feats. vs.
ling. feats. + comb. ident. GPT-3.5 +3.3 +1.6

ling. feats. vs.
ling. feats. + comb. ident. GPT-4 +11.9 +9.3

ling. feats. vs.
ling. feats. + comb. ident. LLaMA-3 +5.6 +5.7

best previously rep. result
vs. ling. feats. + comb. ident. GPT-3.5 -17.6 -17.7

best previously rep. result
vs. ling. feats. + comb. ident. GPT-4 +3.2 +5.3

best previously rep. result
vs. ling. feats. + comb. ident. LLaMA-3 -1.2 +1.4

Table 8: Dataset Euphemistic Abuse: Comparison of
classifiers with percentual change in macro-averaged
F1 scores in the zero-shot (ZS) and the few-shot (FS)
approach. Table 5 offers a description of each classifier.

erally stronger than the feature-based approaches.
As in Tables 7 and 8, the strongest classifiers are
the models trained on both linguistic features and
combined identifiers. The classifiers trained on fea-
tures extracted by GPT-4 in both approaches and
LLaMA-3 in the few-shot approach outperform the
best previous classifier.

Comparison LLM ZS FS
one ident. vs. comb. ident. GPT-3.5 +11.5 +8.2
one ident. vs. comb. ident. GPT-4 +0.0 +2.0
one ident. vs. comb. ident. LLaMA-3 +4.0 +0.5
ling. feats. vs. comb. ident. GPT-3.5 -1.2 +6.7
ling. feats. vs. comb. ident. GPT-4 +18.5 +18.3
ling. feats. vs. comb. ident. LLaMA-3 +5.5 +0.2
ling. feats. vs.
ling. feats. + comb. ident. GPT-3.5 -0.5 +8.4

ling. feats. vs.
ling. feats. + comb. ident. GPT-4 +17.5 +17.0

ling. feats. vs.
ling. feats. + comb. ident. LLaMA-3 +4.4 +1.9

best previously rep. result
vs. ling. feats. + comb. ident. GPT-3.5 -9.3 -13.0

best previously rep. result
vs. ling. feats. + comb. ident. GPT-4 +3.3 +3.7

best previously rep. result
vs. ling. feats. + comb. ident. LLaMA-3 -0.7 +1.5

Table 9: Dataset Comparisons: Comparison of clas-
sifiers with percentual change in macro-averaged F1
scores in the zero-shot (ZS) and the few-shot (FS) ap-
proach. Table 5 offers a description of each classifier.

Table 10 compares the strongest classifiers from
this study with previously reported results. We
also included the human baselines from Wiegand
et al.’s work (2021a; 2022; 2023), which used the
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Classifier Identity
Groups

Euphem.
Abuse Compar.

best previously
reported result 77.7 75.6 72.9

human baseline 81.8 78.3 77.6
best classifier
in this work 86.9 79.5 75.6

Table 10: Comparison of macro-averaged F1 scores
between the strongest classifiers from this study and
those from previous work (described in Table 6).

judgment of a single annotator randomly sampled
from the crowdsourced gold-standard annotation
for abusive language detection. This individual
judgment may differ from the gold standard label,
which is the majority vote of five annotators. In
those previous work, these human baselines were
considered an upper bound. Except for the Com-
parisons dataset, all upper bound human baselines
were surpassed. Although these results initially
seemed counterintuitive to us, we were able to ex-
plain them by closely examining the specific im-
plementation of the human baselines. Since they
are based on the judgment of a single randomly
selected annotator, it may not be entirely solid or
reliable; the performance of this annotator could
vary widely depending on their individual ability
and understanding. (A more robust baseline would
involve averaging the judgments of multiple ran-
domly selected annotators.) Nonetheless, we be-
lieve the quality of the existing human baseline
allows us to conclude that our best classifiers are
much closer to human performance than the best
previously reported results.

6 Conclusion

This study evaluated the performance of LLMs,
specifically GPT-3.5, GPT-4 and LLaMA-3, in de-
tecting IAL using zero-shot and few-shot learning
approaches. It also examined whether these models
could effectively extract linguistic features predic-
tive of IAL, functioning as annotators.

The few-shot learning approach generally out-
performed the zero-shot approach, demonstrating
the advantages of providing some (limited) training
examples. GPT-4 achieved the best overall perfor-
mance, slightly outperforming LLaMA-3, while
GPT-3.5 lagged notably behind both.

Classifiers that combine linguistic features de-
rived from LLM outputs generally outperformed
those extracted by human annotators. This indi-
cates that LLMs can provide annotations that are

superior to manual efforts. The most effective clas-
sifiers were those that combined linguistic features
with LLM outputs for the direct detection of abu-
sive language. These classifiers outperformed the
best previously reported results on most datasets
and reach near-human performance.

7 Limitations

The dataset Identity Groups may not fully capture
the nuances of real-world IAL, as it contains only
atomic negative sentences that oversimplify the
complexity of IAL. Moreover, the datasets Eu-
phemistic Abuse and Comparisons, created via
crowdsourcing, might lack authenticity, potentially
missing the natural usage of abusive language. Con-
sequently, we sought an alternative to the three
previously described datasets. We identified the
ISHate dataset (Ocampo et al., 2023), which of-
fers a broader range of instances that better reflect
real-world scenarios, making it a more represen-
tative resource. Ocampo et al. (2023) compiled 7
existing standard datasets designed to detect both
explicit and IAL (de Gibert et al., 2018; Basile
et al., 2019; ElSherief et al., 2021; Hartvigsen et al.,
2022; Hammer, 2017; Chung et al., 2019; Fanton
et al., 2021). We attempted to replicate the task
from Ocampo et al. (2023) using LLMs to classify
instances as non-abusive speech, IAL or explicitly
abusive language. However, our experiments with
ISHate did not yield meaningful conclusions, as
the results were notably lower than those presented
by Ocampo et al. (2023) and inconsistent with our
other datasets. This inconsistency may arise from
two main issues:

First, the dataset exhibits labeling irregularities,
as seen in examples such as (21)-(23), which both
we, the authors of this paper, and the best models
reported in this study would categorize as abusive
language, but which are labeled as non-abusive
speech in the dataset. According to Ocampo et al.
(2023) all instances labeled as non-abusive speech
in the original datasets were not modified; only
the instances labeled as abusive language were ex-
panded. We assume that label inconsistencies may
have arisen due to differences in the annotation
guidelines followed by the individual datasets.

(21) little black kid gets his ass kicked - YouTube Because I
always enjoy these videos.

(22) 88 In the end is victory
(23) Whiteteacher puts Negro in his place!

Second, as noted by Wiegand et al. (2021b),
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when datasets like ISHate combine data from dif-
ferent domains, they become stylistically diverse
and less coherent, which can inadvertently lead
classifiers to detect style rather than the substance
of abuse, thereby reducing the dataset’s reliabil-
ity. This issue is particularly pronounced when
there are disparities in class distributions across the
combined datasets, potentially skewing the classi-
fier’s learning process. If datasets with significantly
different proportions of abusive and non-abusive
language are merged, a classifier might learn to dif-
ferentiate between the datasets themselves rather
than accurately distinguishing between abusive and
non-abusive speech (Wiegand et al., 2021b). Previ-
ously reported supervised classifiers may be more
prone to overfitting these artifacts compared to the
zero-shot and few-shot approaches we examined in
this paper.

Another limitation of this work is its time sensi-
tivity; as newer LLMs are developed, the conclu-
sions drawn here could quickly become outdated.

Furthermore, the vast array of possible prompts
introduces variability in outcomes, which this study
could not fully explore due to time constraints.

Moreover, recent research has identified data
leakage as a concern when evaluating LLMs on
publicly available datasets (Li et al., 2024). While
the datasets in our study are publicly accessible,
potentially allowing inclusion in model training and
artificially enhancing performance, we consider
data leakage unlikely. Overlap would likely result
in higher performance than observed. Furthermore,
the datasets are specific and small, making them
impractical for fine-tuning.

Lastly, the use of closed models like GPT-4
raises concerns8 about transparency and repro-
ducibility, as proprietary data and methods limit
the ability to validate results independently.

8 Ethics Statement

This research shows that LLMs can replace human
annotators for the detection of both IAL and linguis-
tic features predictive of IAL. This could negatively
impact the workforce of human annotators, who of-
ten rely on microtask income for financial stability,
particularly in economically disadvantaged regions
(Posch et al., 2022; Ross et al., 2010). However,
using LLMs could also alleviate the psychological
burden on human annotators who are frequently
exposed to harmful content, reducing emotional

8https://hackingsemantics.xyz/2023/closed-baselines/

distress (Steiger et al., 2021).
Besides, the democratization of LLMs could

lower the barriers to entry for smaller organizations
by reducing the cost and complexity of data anno-
tation, promoting innovation and equality (Ding
et al., 2022). However, LLMs may perpetuate bi-
ases from their training data, potentially amplify-
ing harmful stereotypes (Bender et al., 2021; Wang
et al., 2023). To address these biases, diverse train-
ing data and continuous monitoring of model out-
puts are essential, though proprietary restrictions
limit transparency in the models’ training data.
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A Appendix

This appendix offers additional details on specific
aspects of our research that could not be fully cov-
ered in the main paper due to space limitations. It
is optional and serves as illustrative material that is
not essential for understanding the main content of
the paper.

A.1 LLM Hyperarameter Settings
In our experiments, we utilized the LLMs in a
standard, potentially optimal configuration as en-
visioned by the platform providers (OpenAI Play-
ground; Replicate, 2024). Table 11 shows the se-
lected settings.

Model Access Method Temper. Top p
GPT-3.5-turbo OpenAI API 1.0 1.0
GPT-4 OpenAI API 1.0 1.0
LLaMA-3 70B Replicate API 0.6 0.9

Table 11: Overview of model settings and access meth-
ods.

A.2 Additional Results for LLM-Driven
Direct Detection of IAL

Tables 12-14 present the results of the direct detec-
tion of IAL for each of the three selected datasets:

Identifier LLM Zero-shot Few-shot
hateful GPT-3.5 62.63 69.69
insulting GPT-3.5 62.09 66.78
offensive GPT-3.5 64.91 71.95
toxic GPT-3.5 65.97 69.80
abusive GPT-3.5 55.65 70.54
hateful GPT-4 84.58 86.29
insulting GPT-4 83.23 84.21
offensive GPT-4 81.26 82.37
toxic GPT-4 82.74 83.54
abusive GPT-4 79.53 84.78
hateful LLaMA-3 80.57 82.83
insulting LLaMA-3 79.04 82.58
offensive LLaMA-3 79.38 82.31
toxic LLaMA-3 80.63 81.92
abusive LLaMA-3 80.24 82.76

Table 12: Direct detection of IAL on the dataset Identity
Groups: Individual macro-averaged F1 scores for all
five identifiers.

Identity Groups, Euphemistic Abuse and Compar-
isons. The scores in these tables were used to cal-
culate the averages presented in Table 2.

Identifier LLM Zero-shot Few-shot
hateful GPT-3.5 60.18 58.64
insulting GPT-3.5 60.27 57.47
offensive GPT-3.5 59.76 58.73
toxic GPT-3.5 57.45 59.49
abusive GPT-3.5 60.23 58.29
hateful GPT-4 70.33 76.11
insulting GPT-4 76.57 76.71
offensive GPT-4 76.16 78.01
toxic GPT-4 75.37 78.48
abusive GPT-4 72.59 78.36
hateful LLaMA-3 68.93 73.31
insulting LLaMA-3 68.82 73.23
offensive LLaMA-3 71.62 75.63
toxic LLaMA-3 70.71 73.19
abusive LLaMA-3 72.85 75.73

Table 13: Direct detection of IAL on the dataset Eu-
phemistic Abuse: Individual macro-averaged F1 scores
for all five identifiers.

A.3 Additional Results for Feature
Combination through Logistic Regression

Tables 15-17 show the results of individual classi-
fiers that we built in which features were combined
through logistic regression. The specific results
were used to calculate the percentage changes in
macro-averaged F1 scores displayed in Tables 7-9.

A.4 LLM-Driven Direct Detection of IAL

Table 18 shows the final prompt template for the
direct detection of IAL with LLMs in the few-
shot approach. LLMs are prompted to classify
each sentence as either abusive or non-abusive lan-
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Identifier LLM Zero-shot Few-shot
hateful GPT-3.5 59.39 57.60
insulting GPT-3.5 64.71 59.22
offensive GPT-3.5 58.90 57.67
toxic GPT-3.5 60.49 59.59
abusive GPT-3.5 57.12 56.36
hateful GPT-4 69.09 76.18
insulting GPT-4 71.74 73.91
offensive GPT-4 75.93 74.93
toxic GPT-4 74.76 75.01
abusive GPT-4 71.55 75.98
hateful LLaMA-3 69.05 70.24
insulting LLaMA-3 69.75 70.30
offensive LLaMA-3 70.30 72.35
toxic LLaMA-3 69.43 70.34
abusive LLaMA-3 73.13 72.77

Table 14: Direct detection of IAL on the dataset Com-
parisons: Individual macro-averaged F1 scores for all
five identifiers.

Classifier LLM Zero-shot Few-shot
one identifier GPT-3.5 64.91 71.95
comb. identifiers GPT-3.5 66.89 71.32
ling. feats. GPT-3.5 72.08 62.47
ling. feats. +
comb. identifiers GPT-3.5 74.53 71.92

one identifier GPT-4 81.26 82.37
comb. identifiers GPT-4 84.26 86.30
ling. feats. GPT-4 81.20 85.78
ling. feats. +
comb. identifiers GPT-4 85.33 86.86

one identifier LLaMA-3 79.38 82.31
comb. identifiers LLaMA-3 80.20 82.98
ling. feats. LLaMA-3 80.62 84.39
ling. feats. +
comb. identifiers LLaMA-3 84.01 85.32

best previously reported result 77.7

Table 15: Dataset Identity Groups: Comparison of
macro-averaged F1 scores for direct detection of IAL for
the identifier offensive (one identifier), logistic regres-
sion models (combined identifiers, linguistic features
and linguistic features + combined identifiers) and the
best previously reported result taken from Wiegand et al.
(2022).

Classifier LLM Zero-shot Few-shot
one identifier GPT-3.5 59.76 55.37
comb. identifiers GPT-3.5 61.69 61.49
ling. feats. GPT-3.5 60.36 61.27
ling. feats. +
comb. identifiers GPT-3.5 62.32 62.26

one identifier GPT-4 76.16 76.38
comb. identifiers GPT-4 76.47 79.00
ling. feats. GPT-4 69.74 72.88
ling. feats. +
comb. identifiers GPT-4 78.01 79.62

one identifier LLaMA-3 71.62 75.63
comb. identifiers LLaMA-3 71.96 75.94
ling. feats. LLaMA-3 70.72 72.56
ling. feats. +
comb. identifiers LLaMA-3 74.68 76.69

best previously reported result 75.60

Table 16: Dataset Euphemistic Abuse: Comparison of
macro-averaged F1 scores for direct detection of IAL for
the identifier offensive (one identifier), logistic regres-
sion models (combined identifiers, linguistic features
and linguistic features + combined identifiers) and the
best previously reported result taken from Wiegand et al.
(2023).

Classifier LLM Zero-shot Few-shot
one identifier GPT-3.5 58.90 64.95
comb. identifiers GPT-3.5 65.65 62.42
ling. feats. GPT-3.5 66.45 58.52
ling. feats. +
comb. identifiers GPT-3.5 66.10 63.46

one identifier GPT-4 75.93 74.66
comb. identifiers GPT-4 75.95 76.41
ling. feats. GPT-4 64.07 64.61
ling. feats. +
comb. identifiers GPT-4 75.31 75.60

one identifier LLaMA-3 70.30 72.35
comb. identifiers LLaMA-3 73.13 72.73
ling. feats. LLaMA-3 69.31 72.62
ling. feats. +
comb. identifiers LLaMA-3 72.38 74.01

best previously reported result 72.90

Table 17: Dataset Comparisons: Comparison of macro-
averaged F1 scores for direct detection of IAL for the
identifier offensive (one identifier), logistic regression
models (combined identifiers, linguistic features and
linguistic features + combined identifiers) and the best
previously reported result taken from Wiegand et al.
(2021a).
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guage based on whether the content matches any
of the specified identifiers: hateful, abusive, of-
fensive, toxic or insulting. The examples used in
this prompt template are taken from the annota-
tion guidelines and the paper presenting the dataset
Identity Groups (Wiegand et al., 2022).

A.5 Prompt Templates for LLM-Driven
Feature Extraction

Tables 19-21 present the prompt templates de-
signed to extract the linguistic features discussed
in §4.3 using LLMs.

A.6 Linguistic Features for Detecting IAL
Tables 22 and 23 describe the feature sets that were
used for the datasets Euphemistic Abuse (Wiegand
et al., 2023) and Comparisons (Wiegand et al.,
2021a), respectively. The feature set for the dataset
Identity Groups only comprises three features and
they have already been sufficiently described in the
main paper (§3 & §4.5).
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Prompt Template
Is this sentence {identifier}? “{sentence}” Answer either “YES” or “NO”. No other answer permitted. Here are examples:
Sentence: “Islam forces societies to regress.” Answer: “YES”
Sentence: “Jews are concerned by the recent antisemitic attacks in Europe.” Answer: “NO”
Sentence: “I cannot believe how perverted and sick Jews are.” Answer: “YES”
Sentence: “Muslims fight against prejudice.” Answer: “NO”
Sentence: “Women are very manipulative.” Answer: “YES”
Sentence: “Gay people dislike being stereotyped.” Answer: “NO”
Sentence: “Gay people are sooo dramatic.” Answer: “YES”
Sentence: “Women fight against domestic violence.” Answer: “NO”
Sentence: “Put on a wig and lipstick and be who you really are.” Answer: “YES”
Sentence: “In Poland, women are protesting against the government’s prohibition on abortion.” Answer: “NO”

Table 18: Prompt template used for direct detection of IAL with LLMs in a few-shot learning approach. The model
is prompted to respond with either YES or NO based on whether the content matches any of the specified identifiers:
hateful, abusive, offensive, toxic or insulting.

Feature Prompt
Non-conformist Non-conformist views are sentences in which the sentiment of the person performing the action (agent)

towards the person or the thing receiving the action (patient) disagrees with the sentiment of the patient.
In this context, consider this sentence “{sentence}” Does the author of this sentence think that {target}
are non-conformist? Answer either YES or NO. No other answer permitted.

Non-episodic Classify the following sentence as either “EPISODIC” or “NON-EPISODIC”: “{sentence}” No other
answer permitted. Answer “EPISODIC” if the sentence expresses information about a singular,
distinctive or particular event. Answer “NON-EPISODIC” if the sentence expresses information about
a reoccurring event, about something resorted to on a regular basis, something of a commonplace
character, typical, normal or standard.

Perpetrator A perpetrator is a person who commits an illegal, criminal, harmful or evil act. Consider the following
sentence: “{sentence}” Does the author of this sentence think that {target} are perpetrators? Answer
either YES or NO. No other answer permitted.

Table 19: Dataset Identity Groups: List of prompts used for LLM-driven extraction of linguistic features for the
detection of IAL.

Feature Prompt
Negated
Antonym

Does the following sentence use the negated antonym of an abusive word? “{sentence}” Answer either
“yes” or “no”; no other answers are permitted.

Extremes Does the following sentence use extreme or absolute language such as superlatives, generalizations or
hyperbole? “{sentence}” Answer either “yes” or “no”; no other answers are permitted.

Lexicalization Does the following sentence use derogatory idioms that one could also potentially find in a dictionary?
“{sentence}” Answer either “yes” or “no”; no other answers are permitted.

Opposing
Sentiments

The pairing of opposing sentiments in a sentence is typically a contradiction and although it may appear
positive on the surface (since the positive polar expression is usually the more salient expression), it is
often meant in a derogatory way. Given this definition, does the following sentence use a pairing of
opposing sentiments? “{sentence}” Answer either “yes” or “no”; no other answers are permitted.

Taboo Taboo is a proscription of behavior that affects everyday life. Topics considered taboo include: bodies
and their effluvia (sweat, snot, feces, menstrual fluid, etc.); the organs and acts of sex, micturition, and
defecation; diseases, death and killing (including hunting and fishing); naming, addressing, touching
and viewing persons and sacred beings, objects and places; and food gathering, preparation and
consumption. Based on this definition, does the following sentence address a taboo topic? “{sentence}”
Answer either “yes” or “no”; no other answers are permitted.

Unusual
Properties

We define unusual utterances as sentences where the addressed person is attributed unusual properties or
displays some unusual behavior. This could be strange hobbies, preferences or beliefs. The addressed
person could also cause unusual situations or events or unusual behavior on the part of the speaker. The
unusual property may also be conveyed by the usage of non-standard language, i.e. unusual imagery
or some creative wording. The intention of the speaker is to alienate the addressed person from the
reader. Based on this definition, does the following sentence describe an unusual property, behavior or
situation? “{sentence}” Answer either “yes” or “no”; no other answers are permitted.

Table 20: Dataset Euphemistic Abuse: List of prompts used for LLM-driven extraction of linguistic features for the
detection of IAL.
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Feature Prompt
Absurd An absurd sentence is a sentence that describes an image that is extremely rarely or never observed in

real life. Based on this definition, is the following sentence absurd? “{sentence}” Answer with either
“yes” or “no”; no other answers are permitted.

Contradiction Is there a contradiction in the following sentence? “{sentence}” Answer either “yes” or “no”; no other
answers are permitted.

Dehumanization A dehumanizing comparison is defined as directly comparing a person or their inherent mental or
physical attributes to a non-human entity. Based on this definition, is the following comparison
dehumanizing? “{sentence}” Answer either “yes” or “no”; no other answers are permitted.

Evaluation
vs. Emotional
Frame of Mind

An evaluative comparison involves the author negatively assessing a specific aspect of the addressed
person (the addressed person is determined by the second-person pronoun “you”), often by criticizing
their behavior or outward appearance. On the other hand, a non-evaluative comparison describes
the emotional state of the addressed person without necessarily passing judgment. Based on these
definitions, is the following sentence evaluative? “{sentence}” Answer either “yes” or “no”; no other
answers are permitted.

Figurativeness
vs. Literalness

Is the following comparison figurative? “{sentence}” Answer “yes” or “no”; no other answers are
permitted.

Taboo Taboo is a proscription of behavior that affects everyday life. Topics considered taboo include: bodies
and their effluvia (sweat, snot, feces, menstrual fluid, etc.); the organs and acts of sex, micturition and
defecation; diseases, death and killing (including hunting and fishing); naming, addressing, touching
and viewing persons and sacred beings, objects and places; and food gathering, preparation and
consumption. Based on this definition, does the following sentence address a taboo topic? “{sentence}”
Answer either “yes” or “no”; no other answers are permitted.

Table 21: Dataset Comparisons: List of prompts used for LLM-driven extraction of linguistic features for the
detection of IAL.

Feature Description Examples

Negated
Antonym

Negated antonyms use negation to soften or disguise
insults by stating the opposite of an overtly negative
term. They employ words like not or lack to subtly
convey a negative meaning, making the insult less
direct while still implying the same derogatory intent.

You are not beautiful.
There is nothing of interest in your life.
You lack humility.

Opposing
Sentiments

Opposing sentiments involve pairing contradictory
emotions in a sentence to create a sarcastic or
derogatory effect. While the expression may seem
positive due to a prominent positive phrase, the
overall intention is often negative or abusive, aiming
to provoke a specific reaction from the reader.

You are excellent at breaking things.
You must love having people hate you.
You are unique in your ability to disappoint.

Taboo

Abusive language frequently uses words linked to
taboo subjects, such as physical or mental
abnormalities, particular body parts, death, etc. to
convey offensiveness.

I’d prefer you were in a grave.
You would fit well in a brothel.
Your smell greeted me five minutes
before you arrived.

Extremes
Extreme or absolute language can manifest through
various linguistic forms, such as the use of superlatives,
generalizations or hyperbole.

You are truly the best at doing nothing.
You are not very good at anything.
If you get any thinner, you’ll be transparent.

Lexicalizat. Lexicalizations are derogatory idioms that could
potentially be found in dictionaries.

You are not the sharpest tool in the box.
You are a thorn in my side.
You don’t have a backbone.

Unusual
Properties

This feature involves attributing odd or uncommon
traits, behaviors or situations to a person to create a
derogatory or mocking effect. These attributions might
include peculiar hobbies, strange preferences, or
causing unusual events, often conveyed through
imaginative language or creative phrasing.

Your main hobby must be letting life pass you by.
Your heart made an iceberg look warm.
You are the leader of Boredville.

Table 22: Linguistic features for the detection of euphemistically abusive language identified by Wiegand et al.
(2023).
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Feature Description Examples

Figurativeness vs.
Literalness

Figurative comparisons involve
entities that are fundamentally
different and cannot be reversed
without changing the meaning.
In contrast, literal comparisons
are reversible and highlight
prominent shared properties
between the compared entities.
Literal comparisons maintain
their meaning when their
components switch places, whereas
figurative comparisons do not.

Encyclopedias are like goldmines. (Figurative)
Encyclopedias are like dictionaries. (Literal)
Your words are like fire. (Figurative)
You have the face of a sad person. (Literal)

Dehumanization

A dehumanizing comparison
involves directly comparing a person
or their intrinsic mental or physical
traits to a non-human entity.

You walk like a giraffe.
You sing like a dying bird.
Your eyes are like a sack of potatoes.

Taboo

Abusive language frequently uses
words linked to taboo subjects,
such as physical or mental
abnormalities, particular body parts,
death, etc. to convey offensiveness.

You eat like you have worms.
You are sweating like a dog in heat.
You make me feel like bringing up my lunch.

Absurd Images
This feature refers to descriptions
of scenes that are very rarely
or never observed in reality.

You behave like a toddler on acid.
Your manners are like a bull in a china shop.
You cook like you read the instructions
backwards.

Contradiction

This feature involves comparisons
that use characteristics directly
opposing the typical traits of the
entities being compared. These
contradictions, often seen as a form
of sarcasm, convey abuse by
highlighting a quality that starkly
contrasts with the usual
attributes of the subject.

You are as thin as an elephant.
You are as smart as a Neanderthal.
You are as modern as a caveman.

Evaluation vs.
Emotional Frame
of Mind

Evaluative comparisons involve a
negative judgment about a
specific trait or behavior of the
target, such as criticizing their
appearance or actions, and are often
seen as abusive. In contrast,
comparisons that describe the
emotional state of the target, such
as indicating pain or exhaustion,
do not necessarily imply
criticism and are less likely to be
perceived as abusive.

You look like an overfed cat. (Evaluation)
You look like a shocked cat. (Frame of mind)
You walk like a giraffe. (Evaluation)
You look like you’re lost. (Frame of mind)

Table 23: Linguistic features for the detection of implicitly abusive comparisons identified by Wiegand et al. (2021a).
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