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Abstract

The rapid development of multi-modal large
language models (MLLMs) has positioned vi-
sual storytelling as a crucial area in content
creation. However, existing models often strug-
gle to maintain temporal, spatial, and narra-
tive coherence across image sequences and
frequently lack the depth and engagement of
human-authored stories. To address these chal-
lenges, we propose Story with Large Language
and Vision Assistant (StoryLLaVA), a novel
framework for enhancing visual storytelling.
Our approach introduces a Topic-Driven Narra-
tive Optimizer (TDNO) that improves both the
training data and MLLM models by integrat-
ing image descriptions, topic generation, and
GPT-4-based refinements. Furthermore, we
employ a preference-based ranked story sam-
pling method that aligns model outputs with hu-
man storytelling preferences through positive-
negative pairing. These two phases of the
framework differ in their training methods: the
former uses supervised fine-tuning, while the
latter incorporates reinforcement learning with
positive and negative sample pairs. Experimen-
tal results demonstrate that StoryLLaVA outper-
forms current models in visual relevance, coher-
ence, and fluency, with LLM-based evaluations
confirming the generation of richer and more
engaging narratives. The enhanced dataset and
model are available at https://github.com/
XxxZzD/StoryLLaVA.

1 Introduction

Visual storytelling has seen significant progress
with the rise of multi-modal large language models
(MLLMs), particularly in narrative creation, screen-
play writing, and content generation (Hao et al.,
2022; Song et al., 2024; Yang et al., 2024; Zhang
et al., 2024a). As modern content creation increas-
ingly demands rich and thematically cohesive nar-
ratives, maintaining coherence and narrative appeal
is crucial for effective visual storytelling. However,
handling multiple images across diverse temporal,

Ours (StoryLLaVA-DPO) ：
It was Christmas time, and the living room sparkled with festive 
decorations. A beautifully adorned Christmas tree stood 
proudly in the corner, its lights twinkling against the backdrop 
of a cozy sofa and a table laden with gifts. Outside, a charming 
house sat in the countryside, its bare trees shedding the last 
of their leaves, creating a tranquil autumnal scene. Inside, the 
warmth of family filled the air. Three generations gathered on 
the sofa, their smiles reflecting the joy of togetherness. Even 
the family dog seemed to sense the festive spirit, curling up 
contentedly on the sofa. The room buzzed with laughter and 
chatter, a perfect blend of old memories and new moments, as 
they celebrated the holidays surrounded by love and warmth. 

Human：
we visited family for christmas, they live out in the country 
far from the city, the trees lost their leaves because it is so 
cold outside, they were so happy that we had arrived, even the 

dog had a marry christmas!

Ours (StoryLLaVA-SFT) ：
The Christmas tree …and little penguin ornaments nestled among the 
branches…….especially with the snow gently falling outside……outside 
where a kite danced in the snowy breeze…… marveling at the beauty 
of the trees with branches heavy with snow ……It was a day filled 
with love, laughter, and the kind of warmth that only comes from 
being surrounded by those you care about.

Visual Storytelling Model：
there were many flowers on the tree. they had a beautiful 
house on the lake. there were a lot of trees around. our family 
was very happy to be there. my brother was so tired from the 
day of celebrating.

Figure 1: Narrative examples generated by Sto-
ryLLaVA, compared to human-written stories and
other visual storytelling models. Words highlighted
in the same color indicate semantic matches, while red
words represent hallucinations.

spatial, and plot dimensions presents challenges,
particularly in ensuring consistency and engage-
ment throughout the story.

Previous visual storytelling methods (Wang
et al., 2018; Yu et al., 2021; Yang and Jin, 2023)
typically employ neural networks to extract fea-
tures from image sequences for end-to-end story
generation. While these models perform well on
automatic metrics, they struggle to match the en-
gagement and diversity of human-authored stories.
Some approaches (Chen et al., 2021; Hsu et al.,
2021) enhance story diversity by combining ob-
ject detection with narrative generation. Recent
advancements in large MLLMs, such as Large Lan-
guage and Vision Assistant (LLaVA) (Liu et al.,
2023) and LLaVA-NeXT (Li et al., 2024a), ex-
tend storytelling capabilities to multi-image, video,

https://github.com/XxxZzD/StoryLLaVA
https://github.com/XxxZzD/StoryLLaVA
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and 3D scenarios. Models like Generative Pre-
trained Transformer (GPT)-4 (OpenAI, 2023) and
Claude (Wu et al., 2023) approach human-level
performance across various domains. However,
challenges remain in generating high-quality, en-
gaging stories from multi-image inputs, as current
models often produce hallucinations that diverge
from image content and fail to capture the rich-
ness of human-authored narratives, as illustrated in
Figure 1.

High-quality data is crucial for generating coher-
ent, expressive narratives with minimal hallucina-
tions. However, directly using GPT-4 to augment
story datasets often introduces irrelevant details,
as it is not optimized for interpreting image se-
quences. Building on the success of image descrip-
tion models (Xiao et al., 2024), topic generation
techniques (Pham et al., 2024), and GPT-4, we ex-
plore a Topic-Driven Narrative Optimizer (TDNO)
within the LLaVA framework. This approach re-
fines image descriptions, providing clearer guid-
ance and context to improve dataset quality and
benefit the Supervised Fine-Tuning (SFT) process.
Through this method, we achieve more coherent,
richer narratives that better align with sequential
multi-image understanding.

Recognizing that pre-training and SFT alone
are insufficient to eliminate hallucinations and im-
prove generation quality, we propose a preference-
based ranked story sampling method inspired by Di-
rect Preference Optimization (DPO) (Zhang et al.,
2024b). This method aligns model outputs with
human storytelling preferences through positive-
negative pairing of high- and low-quality stories.
GPT-4 is used to score and rank these stories, con-
structing a preference dataset. This enables the
model to learn narrative characteristics preferred
by humans, enhancing coherence, consistency.

Building on the above motivations, we intro-
duce Story with Large Language and Vision Assis-
tant (StoryLLaVA), a novel framework structured
around three phases: pre-trained StoryLLaVA, Sto-
rytelling with SFT (StoryLLaVA-SFT), and Story-
telling with DPO (StoryLLaVA-DPO). Experimen-
tal results demonstrate that StoryLLaVA outper-
forms previous methods in visual relevance, coher-
ence, and fluency. The model shows significant gen-
eralization improvements after multi-phase train-
ing, delivering high-quality results even on datasets
not used during training.

The main contributions are fourfold:

• We introduce Story with Large Language and
Vision Assistant (StoryLLaVA), a novel story-
telling framework that generates more engag-
ing and human-preferred narratives through a
multi-phase learning strategy, enhancing both
visual relevance and coherence.

• We propose a Topic-Driven Narrative Opti-
mizer (TDNO) that enhances story datasets by
combining image descriptions, topic genera-
tion, and GPT-4 refinements, addressing the
shortage of high-quality training data.

• We implement a preference-based ranked
story sampling strategy with positive-negative
pairing to better align model outputs with hu-
man storytelling expectations.

• Our model consistently outperforms existing
methods in both objective metrics and LLM-
based evaluations, setting a new benchmark
for visual storytelling.

2 Related Work

2.1 Visual Storytelling
Visual storytelling (Huang et al., 2016) focuses on
generating coherent, human-like narratives from
sequences of ordered images. This field introduced
VIST, which has inspired significant advance-
ments. Various frameworks have emerged (Kim,
2015; Yu et al., 2021), utilizing models based on
convolutional neural networks (CNNs) combined
with recurrent neural networks (RNNs), long short-
term memory networks (LSTMs), and Transformer-
based architectures. Hsu et al. (2021); Xu et al.
(2021) enhance story richness and diversity by in-
corporating external knowledge. Other approaches
focus on specific aspects, such as sentiment (Chen
et al., 2022), topics (Chen et al., 2024b), and textual
style (Yang and Jin, 2023), improving coherence
and richness across multiple dimensions.

Due to the scarcity of high-quality datasets, Ravi
et al. (2021) introduced the AESOP dataset, fea-
turing synthetic image sequences enriched with
textual information. Similarly, Hong et al. (2023)
presented VWP, composed of carefully curated
movie frame sequences. However, the high cost of
crowdsourcing for these datasets limits the scala-
bility of high-quality data collection. To address
this, we propose a Topic-Driven Narrative Opti-
mizer (TDNO) that enriches datasets while en-
suring thematic consistency and generating stable,
high-quality story data.
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2.2 Multi-modal Large Language Models

The development of large language models (LLMs)
has accelerated research in multi-modal LLMs
(MLLMs), which integrate multiple modalities. A
commonly adopted architecture consists of: 1) a
pre-trained visual encoder, 2) a pre-trained LLM,
and 3) a multi-modal projector. For example,
the Bootstrapping Language-Image Pre-training
(BLIP) series, including BLIP-2 (Li et al., 2023a),
uses a Q-Former to bridge the frozen LLM and
vision encoder, while InstructBLIP incorporates
task-specific visual guidance within the Q-Former.
The LLaVA (Liu et al., 2023) series employs a sim-
ple linear layer as the multi-modal connector, fol-
lowed by instruction fine-tuning. LLaVA-1.5 (Liu
et al., 2024) improves this by segmenting input
images, extracting key visual features, and inte-
grating them with the original data for a more nu-
anced understanding. These models excel in tasks
such as single-image description generation and
Visual Question Answering (VQA). LLaVA-NeXT-
Interleave (Li et al., 2024a) extends these capabili-
ties to multi-image and multi-task transfer learning,
though challenges remain in handling sequential
multi-image tasks.

Regarding training strategies, preference align-
ment has become essential for improving LLM
performance. Building on GPT-3, Brown et al.
(2020) introduced InstructGPT, which incorpo-
rates reinforcement learning from human feed-
back (RLHF), outperforming GPT-3 despite using
fewer parameters. In multi-modal LLMs, LLaVA-
RLHF (Sun et al., 2024) enhances factual under-
standing through fact-based reinforcement learn-
ing, while LLaVA-Hound (Zhang et al., 2024b)
employs Direct Preference Optimization (DPO)
to improve performance in video QA tasks. Al-
though methods such as Li et al. (2023b); Zhong
et al. (2023); Chen et al. (2024a) improve caption
generation, exploration in creative tasks like story
generation remains limited.

3 Proposed Method

Given a sequence of consecutive images I =
{In}Nn=1, the task of story generation involves ex-
tracting event information and generating a coher-
ent, engaging, and factually consistent story s.

3.1 StoryLLaVA Framework

As shown in Figure 2, we adopt the LLaVA (Liu
et al., 2024) framework, incorporating several de-

sign modifications tailored to our task. We utilize
the pre-trained SigLIP-so400m (Zhai et al., 2023)
as the visual encoder, processing images at a res-
olution of 384 × 384, which provides higher res-
olution compared to Contrastive Language-Image
Pre-Training (CLIP) (Radford et al., 2021). For
a sequence of images I = {In}Nn=1, where N is
the number of images, the visual encoder generates
feature maps Zn ∈ Rh×w×D for each image:

Z = {Zn}Nn=1,

Zn = gψ (In) ,
(1)

where gψ is the visual encoder, h and w repre-
sent the spatial dimensions of the feature maps,
and D is the feature dimension (number of chan-
nels). These visual features are projected into the
language model’s embedding space through a two-
layer multi-layer perceptron (MLP) pθ:

H = {Hn}Nn=1,

Hn = pθ (Zn) ,
(2)

where Hn ∈ R(h×w)×K represents the visual to-
kens for the n-th image, and K is the dimensional-
ity of the language model’s embedding space.

SigLIP generates 729 visual tokens per image
(h × w = 27 × 27 = 729). To handle multi-
ple images while respecting the language model’s
maximum token length of 4,096, we adopt Phi-3
Mini-128k (Abdin et al., 2024), which supports
up to 128k tokens, enabling efficient training with
limited computational resources.

3.2 Topic-Driven Narrative Optimizer
In visual storytelling, narrative text demands
greater diversity than conventional image captions.
Building on the Multi-level Description Genera-
tion method (Li et al., 2024b) and Sequence Data
Enhancement (Zang et al., 2024), we propose the
Topic-Driven Narrative Optimizer (TDNO) to en-
hance storytelling data.

3.2.1 Caption Generation
We use a story dataset {(I(i), y(i))}Mi=1, pairing im-
age sequences I(i) with corresponding factual sto-
ries y(i). Captions are generated using Florence-
2 (Xiao et al., 2024), a unified visual foundation
model. Segmentation is performed by SAM (Kir-
illov et al., 2023), followed by descriptive text gen-
eration for local regions. Captions are refined using
a phrase-level strategy (Dong et al., 2024), result-
ing in the final captions C(i) = {C(i)

n }Ni
n=1.



3939

StoryLLaVA-DPOPre-trained 

StoryLLaVA

StoryLLaVA-SFT

DPO training

Supervised fine-tuning

Optimized 
data

GPT-4

Topic Generation 
Storyline : before we left for our 
vacation we had to scrape off the 
snow covered car, then we headed 
out to the ski resort , we caught a ski 
lift and skid toward a road , after we 
spent some time skiing we  relaxed 
with some snacks.

Before we set off for our 
vacation, we had to scrape off 
the thick layer of snow that had 
blanketed our car. The frosty 
morning air was invigorating as 
we cleared the windshield and 
windows, revealing a glistening 
winter wonderland. Once the 
car was freed from its icy shell, 
we drove through snow-covered 
trees and hills to reach the ski 
resort …… At the resort, we 
hopped onto the ski we took a 
break and cozied up with warm 
snacks in the lodge. The aroma 
of hot cocoa and fresh pastries 
filled the air, making the perfect 
end to our snowy adventure.

Overall caption
Florence-2 ：A man standing next to a car covered in snow.

Detail caption
Florence-2 ：In this 
image …There is a 
man …and a black 
helmet, and a baseball 
glove. There are other 
cars in front of the car.

Filter

...and a baseball 
glove. 
3.baseball glove

……

Topic Assignment 
Refined  topics

[1] Family and Relationships…
[2] Adventure and …
[3] Life Events and Growth… …

Local caption

1.snow-covered car
2.Person
3.baseball glove
4.car tire
5.suv
……

Story Topic
 

Adventure and Exploration : 
Includes activities such as 
skiing and other recreational 
travels.

Assignment Prompt

Topics Generation

Generation Prompt

- Family
- AdventureFailure

Success

[1] → … [n]

[1] → … [n]

Final Caption

Mistral: A man in 
a black jacket and 
helmet …  Snow 
falls steadily, with 
cars and a 
building visible in 
the snowy 
background.

[1]

Story Dataset Topic-Driven 
Narrative Optimizer

Group 1:[1] → … [n] …

Preference-based ranked story sampling

Preference dataPreference Story 
Construction

Large Language Model (Phi3-mini-128k)

Visual Encoder (SigLIP)

Projection  (MLP)

… …… …
Visual EmbeddingInstruction Story Requirement

tokenizer&
embedding

Instruction
Create a story that ……

Word
Word Limited……

…

Score & 
Rank

Overall Framework of StoryLLaVA

Group n:[1] ’→ … [n] ’

SFT model

Caption Generation

Group[1]-[n]

Negative
Responses

Chosen
story

Rejected
story

…

Score
Selected 

Preference
Data

Optimized 
data

Sample No.1

Sample No.2

Sample No.6
No.4

No.2

No.6

No.1

No.3

No.5 5

4

1

3

4

1

a) b) c) 

Figure 2: Overview of the proposed pipeline. Our framework contains three main phases: a) Phase 1: StoryLLaVA
is pre-trained on LCS-558K. b) Phase 2: StoryLLaVA-SFT is fine-tuned with data from the TDNO. c) Phase 3:
StoryLLaVA-DPO is trained using data from Preference Story Construction.

3.2.2 Topic Generation

We adapt TopicGPT (Pham et al., 2024) to extract
and analyze story topics for our task. Example
topics are manually written, and prompts are re-
fined to guide GPT-4 (OpenAI, 2023) in generating
relevant topics. After generating the initial topics,
duplicates are merged, and rare topics are removed
to ensure quality. To optimize computational effi-
ciency, random sampling is employed to limit the
number of processed entries.

Although GPT-4 generates high-quality topics,
its cost limits scalability. To address this, we em-
ploy the open-source Mistral-7b (Jiang et al., 2023)
model locally for topic assignment, significantly
reducing API costs while maintaining accuracy. Re-
fined topics are assigned to stories across datasets
to ensure consistency with each story’s content. For
stories without assigned topics, new topics are gen-
erated based on manually selected examples. The
topic generation process is formalized as:

T (i) =

{
Assign

(
C, y(i)

)
, if assignable,

Generate
(
E, y(i)

)
, otherwise,

(3)
where T (i) represents the topic for the i-th se-
quence, C is the generated topic pool, y(i) is the
content of the i-th sequence, and E represents man-
ually selected examples for generating new topics.
Prompts for generation and assignment are pro-
vided in Appendix A.1.

3.2.3 Story Generation

Story generation integrates information from vari-
ous sources while ensuring coherence and richness.
We combine the original storyline y(i), image cap-
tions C(i), and the story topic T (i). Image captions
provide scene-specific details, while the topic en-
sures thematic consistency, preventing deviations
from the storyline.
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The story generation process is formalized as:

S(i) = GPT
(
y(i), C(i), T (i),Prompt

)
, (4)

where y(i) refers to the original storyline, C(i) are
the image captions, and T (i) denotes the main topic.
The Prompt guides GPT-4 (OpenAI, 2023) in merg-
ing these inputs into a coherent story S(i), ensuring
alignment with the image sequence, length, and
visual content, while avoiding off-topic deviations.
The quantitative analysis results of the optimized
story are shown in Appendix A.2.

3.3 Preference Story Construction
We identified three types of hallucinations in visual
storytelling: 1) The narrative does not follow the ac-
tual image order, causing temporal incoherence. 2)
The story mentions objects or elements not present
in the images, leading to visual inconsistencies. 3)
The story includes details not depicted in the im-
ages, causing deviations from the main storyline
and topic.

We propose a story preference alignment method
to mitigate hallucinations in MLLM-generated sto-
ries, addressing issues like incorrect visual infor-
mation and narrative incoherence. Inspired by the
Language Model Reward approach from LLaVA-
Hound (Zhang et al., 2024b), we generate six sto-
ries from a set of ordered images, rearranging the
image sequence to create additional samples. This
process enhances the model’s robustness to varied
image sequences. During story generation, we set
the temperature to 1.0, top-p to 0.2, and use a beam
width of 4.

GPT-4 (OpenAI, 2023) evaluates the six sampled
stories based on quality, reference story, and topic.
The highest-scoring stories are selected as positive
examples, while the lowest-scoring ones are chosen
as negative examples. Both ranking and scoring
ensure precise sample selection. Ranking identi-
fies the best and worst-performing stories, while
scoring ensures clear distinctions (samples are dis-
carded if all scores are above or below 3). This
contrast helps the model effectively distinguish be-
tween high- and low-quality outputs, improving its
story generation ability. Scoring details are pro-
vided in Appendix A.3.

3.4 Training
3.4.1 Pre-training
Following the LLaVA (Liu et al., 2023) method, we
pre-train the MLP connector by freezing the vision

and language models and training on LCS-558K

to align the two modalities effectively.

3.4.2 Supervised Fine-Tuning
We conduct Supervised Fine-Tuning (SFT) on an
optimized dataset. Samples are selected from
various datasets: 40k from VIST (Huang et al.,
2016), 10k from VWP (Hong et al., 2023), 5k
from POROROSV (Li et al., 2019), and 5k from
FLINTSTONESSV (Maharana and Bansal, 2021),
yielding 60k samples for fine-tuning. Additionally,
we apply the LoRa (Hu et al., 2022) adapter to
fine-tune the LLM.

3.4.3 DPO with Story Preference Data
Using the method described in Section 3.3, we con-
struct 6,000 preference data entries, each consist-
ing of an ⟨ image sequence, chosen story, rejected
story ⟩ sample for Direct Preference Optimization
(DPO) training. The objective is defined as:

LDPO (πθ;πref)

=− E(I,Sw,Sl)

log σ
β

( log πθ(Sw|I)
πref(Sw|I) ,

− log πθ(Sl|I)
πref(Sl|I)

) ,

(5)

where Sw is the chosen story, Sl is the re-
jected story, I represents the image sequence, and
E(I,Sw,Sl) denotes the expectation over the dataset
of image sequences and story pairs.

4 Experimental Results

4.1 Datasets
As outlined in Section 3, we utilize three datasets.

The first is LCS-558K image-caption dataset,
curated by LLaVA (Liu et al., 2023), used for pre-
training to align visual features.

The second dataset, employed in the Topic-
Driven Narrative Optimizer (TDNO), combines
four storytelling datasets: 1) VISUAL STORY-
TELLING (VIST) (Huang et al., 2016), containing
sequences of five natural images from FLICKR with
corresponding five-sentence story descriptions; 2)
VISUAL WRITING PROMPTS (VWP) (Hong et al.,
2023), consisting of film shots (5–10 images per
sequence) with story; 3) POROROSV (Li et al.,
2019), including one-second video clips, where
keyframes serve as representative images, with mul-
tiple images forming a story unit; and 4) FLINT-
STONESSV (Maharana and Bansal, 2021), featur-
ing sequences of five consecutive video frames
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forming a story unit. Through the TDNO, we gen-
erate a total of 60k ⟨ image sequence, story ⟩ pairs.

The third dataset is the story preference dataset,
with its preference data derived from the evalua-
tion of the language model, containing 6k ⟨ im-
age sequence, chosen story, rejected story ⟩ sam-
ples, constructed using the method described in
Section 3.4.3.

4.2 Implementation Details
We employ the pre-trained SigLIP (Zhai et al.,
2023) as the visual feature extractor in our frame-
work. Due to resource constraints and the need to
handle long-token inputs, we select the Phi-3-mini-
128k (Abdin et al., 2024), a 3.8-billion-parameter
model trained on 3.3 trillion tokens. Training pro-
ceeds in three stages: 1) Pre-training on LCS-558K

for one epoch; 2) Supervised Fine-Tuning (SFT) on
60k samples over five epochs, with a learning rate
of 2× 10−4 and a batch size of 4; 3) Direct Prefer-
ence Optimization (DPO) training on 6k preference
data entries over three epochs, with a learning rate
of 5× 10−7 and a batch size of 8. Experiments are
conducted on two NVIDIA A100 40GB GPUs and
two NVIDIA A5000 24GB GPUs.

4.3 Baselines
We compare our model against the following base-
lines across various scenarios: 1) Visual Sto-
rytelling Methods: AREL (Wang et al., 2018),
MCSM (Chen et al., 2021), and TAPM (Yu et al.,
2021); 2) Multi-modal Pipelines: LLaVA (Liu
et al., 2023) and BLIP2 (Li et al., 2023a), which
generate image captions used as prompts for GPT-
4 (OpenAI, 2023) to create stories; 3) MLLMs:
LLaVA∗, which modifies LLaVA’s visual embed-
ding module by concatenating embeddings from
five images for fine-tuning. Details on instruction
tuning are provided in Appendix A.6.

4.4 Evaluation Metrics
4.4.1 Automatic Evaluation
We adopt reference-free evaluation metrics (Yang
et al., 2024; Surikuchi et al., 2024; Zeng et al.,
2024) to assess the quality of generated stories.
These metrics include GrooVIST (Surikuchi et al.,
2023) for visual relevance, RoVIST-C (Wang et al.,
2022) for story coherence, RoVIST-NR (Wang
et al., 2022) for non-redundancy, and Intra-
Repetition (Yao et al., 2019) for text fluency.

For VIST challenge, we use TAPM’s (Yu
et al., 2021) experimental setup and evaluate us-

ing reference-based metrics: CIDEr (C) (Vedantam
et al., 2015), METEOR (M) (Banerjee and Lavie,
2005), and ROUGE-L (R) (Lin, 2004).

4.4.2 Human Evaluation
To further assess the quality of the stories gener-
ated by our system, we conducted a human evalu-
ation. Each participant was provided with a ques-
tionnaire consisting of four sections. Each section
contained 10 segments, with each segment com-
prising five consecutive images randomly sampled
from the same dataset. Participants were then pre-
sented with three stories generated by 1) LLaVA∗,
2) LLaVA + GPT-4, and 3) our StoryLLaVA-DPO
model. Participants rated the generated stories on
the dimensions of Relevance (Rel.), Attractiveness
(Attr.), and Coherence (Coh.) using a 3-point Lik-
ert scale (Joshi et al., 2015). The detailed scoring
method is provided in Appendix A.4.

4.4.3 LLMs Evaluation
Previous studies relied on human evaluation for
image story assessment. However, human evalua-
tions often lack stability due to subjective biases
and emotional influences, particularly on a small
scale (Clark et al., 2021). Recent research (Ning
et al., 2023; Chhun et al., 2024) has explored us-
ing LLMs for visual storytelling evaluation, with
findings indicating that GPT-4 (OpenAI, 2023)’s
results align closely with human preferences (Bai
et al., 2023; Liang et al., 2024).

For the LLM evaluation, we increased the sam-
ple size to 50 samples per dataset and employed
GPT-4o and Claude 3.5 Sonnet. Notably, the “Rel-
evance” dimension evaluates the relation between
image captions and generated stories rather than
the direct association between images and stories.
Scoring details are provided in Appendix A.5.

4.5 Evaluation Results

4.5.1 Automatic Evaluation Results
Given the complexities of story generation, our
goal is to produce stories that resemble human-
authored narratives while reflecting diversity rather
than adhering to a single Ground Truth. Traditional
reference-based metrics often fail to capture the
quality and coherence of generated content, partic-
ularly after the application of the TDNO.

Table 1 summarizes the results of reference-free
automatic evaluation metrics applied to VIST test
set, using five consecutive images without Ground
Truth annotations. Our method consistently out-
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Methods
Metrics Avg

Story LenGROOVIST RoVIST-C RoVIST-NR Intra-Repetition

VST
AREL (Wang et al., 2018) 0.584 0.577 0.833 23.5 39.1
MCSM + BART (Chen et al., 2021) 0.852 0.666 0.865 2.8 56.7
TAPM (Yu et al., 2021) 0.734 0.671 0.903 6.8 45.0

Multi-Model BLIP2 (Li et al., 2023a) + GPT-4 0.556 0.722 0.871 1.2 175.5
LLaVA (Liu et al., 2023) + GPT-4 0.653 0.759 0.810 1.4 179.2

MLLMs

LLaVA∗ w/ SFT 0.541 0.809 0.851 6.5 171.9
a.StoryLLaVA (Pre-trained Only) 0.357 0.189 0.200 18.1 40.5
b.StoryLLaVA w/SFT 0.578 0.772 0.856 3.4 170.7
StoryLLaVA w/ DPO (Ours) 0.764 0.833 0.905 0.5 160.6

Table 1: Performance comparison of various visual storytelling models on VIST test set, evaluated us-
ing reference-free metrics: GROOVIST (visual grounding), RoVIST-C (story coherence), RoVIST-NR (non-
redundancy), and Intra-Repetition (sentence-level repetition). Bold and underlined values represent the best and
second-best results, respectively.

Methods M R C

AREL (Wang et al., 2018) 35.2 29.3 9.1
MCSM + RNN (Chen et al., 2021) 36.1 30.7 11.0
TAPM (Yu et al., 2021) 33.1 37.2 13.8
StoryLLaVA-SFT (Ours) 29.9 33.7 14.5

Table 2: Performance on VIST test set using stan-
dard evaluation metrics. Bold and underlined values
represent the best and second-best results, respectively.

Method Rel. Attr. Coh. GM

LLaVA∗ 1.80 2.05 1.88 1.89
LLaVA + GPT4 2.25 2.51 2.20 2.31
StoryLLaVA w/ DPO (Ours) 2.37 2.42 2.29 2.38

Table 3: Human evaluation across three dimensions.
Geometric Mean (GM) represents overall performance,
with all metrics rated on a scale from 0 to 3. Bold values
represent the best results.

performs baselines in coherence, non-redundancy,
and fluency. Notably, the MCSM + BART (Chen
et al., 2021) model achieves the highest visual rel-
evance score. The performance of multi-modal
pipelines heavily depends on the output quality
of caption models and prompt design. Improving
MLLM comprehension capabilities could further
enhance generation quality. Both our model and
LLaVA (Liu et al., 2023) demonstrate the poten-
tial of MLLMs for multi-image story generation,
though challenges remain in visual relevance and
fluency. Ablation studies demonstrate that SFT
is effective, and models further trained with DPO
show significant improvements in visual relevance,
fluency, and coherence.

Additionally, we conduct a reference-based
evaluation for VIST challenge, with the Story

with Large Language and Vision Assistant (Sto-
ryLLaVA) model fine-tuned exclusively on VIST
under strict length constraints: “Ensure the story
does not exceed five sentences”. Table 2 presents
these results, highlighting the effectiveness of
MLLMs on this benchmark dataset.

4.5.2 Human Evaluation Results
Table 3 presents the results of the human evalua-
tion. The performance of LLaVA∗ is suboptimal,
primarily due to the generation of hallucinated in-
formation, which negatively impacts both visual rel-
evance and story coherence. Leveraging the power
of LLMs, LLaVA + GPT-4 achieves the highest
attractiveness rating. However, its reliance on de-
scriptions generated by LLaVA (Liu et al., 2023)
often results in content misalignment, and the story
generation prompt introduces instability in the out-
put. In contrast, our method excels in both visual
relevance and coherence, providing more consis-
tent and accurate results.

4.5.3 LLMs Evaluation Results
Table 4 presents the results across four datasets,
evaluated by GPT-4o (OpenAI, 2023) and Claude
3.5 Sonnet. Our method consistently outperforms
LLaVA∗ and LLaVA + GPT-4 across most eval-
uation dimensions, excelling in relevance, coher-
ence, and overall performance (GM). On VIST
and VWP, our method demonstrates exceptional
performance across all metrics, significantly sur-
passing other approaches, especially in maintaining
relevance and logical coherence with the images.
However, on POROROSV and FLINTSTONESSV
datasets, our method shows relatively weaker per-
formance. This may be attributed to the smaller
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Dataset Methods
Relevance Attractiveness Coherence Geometric Mean

GPT-4o Claude 3.5 GPT-4o Claude 3.5 GPT-4o Claude 3.5 GPT-4o Claude 3.5

VIST
LLaVA∗ 2.39 2.33 2.65 2.62 2.35 2.47 2.46 2.47
LLaVA + GPT-4 2.33 2.47 2.30 2.47 2.42 2.55 2.35 2.49
StoryLLaVA w/ DPO 2.62 2.66 2.87 2.61 2.70 2.78 2.73 2.68

VWP
LLaVA∗ 2.30 2.32 2.38 2.25 2.39 2.58 2.36 2.38
LLaVA + GPT-4 2.27 2.36 2.45 2.40 2.52 2.57 2.41 2.44
StoryLLaVA w/ DPO 2.49 2.50 2.59 2.45 2.88 2.68 2.65 2.54

POROROSV
LLaVA∗ 1.88 2.12 2.50 2.39 2.52 2.57 2.25 2.35
LLaVA + GPT-4 2.40 2.29 2.48 2.52 2.53 2.45 2.47 2.42
StoryLLaVA w/ DPO 2.18 2.37 2.46 2.58 2.66 2.78 2.44 2.55

FLINTSTONESSV
LLaVA∗ 1.97 2.10 2.45 2.50 2.47 2.39 2.26 2.32
LLaVA + GPT-4 2.38 2.44 2.42 2.62 2.36 2.48 2.45 2.51
StoryLLaVA w/ DPO 2.23 2.32 2.49 2.58 2.71 2.67 2.45 2.50

Table 4: Performance comparison of generated results across VIST, VWP, POROROSV, and FLINT-
STONESSV evaluated by GPT-4o and Claude 3.5 Sonnet. Geometric Mean represents overall performance, with
all metrics rated on a scale from 0 to 3. Bold values represent the best results.

dataset size and lower image resolution (128×128),
which could limit the model’s ability to capture
sufficient features during training, thus affecting
generation quality. StoryLLaVA-DPO outperforms
all other methods in both human evaluations and
LLM-based assessments, indicating a consistent
recognition of its high quality across the two evalu-
ation approaches. In most metrics, LLaVA∗ scores
lower than the other methods. Human evaluators
tend to focus more on the practical utility and in-
tuitive appeal of the results, whereas LLM evalua-
tions are inclined to rely on patterns and linguistic
features derived from training data.

4.6 Story Qualitative Analysis

Figure 3 presents qualitative results from three ran-
domly selected test samples. On VIST (Huang
et al., 2016) test images, compared to other models,
our generated stories are imaginative and engag-
ing. Human-created stories excel in emotional res-
onance and visual relevance, aligning closely with
the image content. Although these stories often
lack detailed descriptions, they effectively meet hu-
man expectations. In contrast, the stories generated
by our model are longer, demonstrating stronger
coherence, authenticity, and emotional depth. How-
ever, as the story length increases, the contextual
relevance between the image and storyline gradu-
ally decreases.

Additionally, overly long texts may result in no-
ticeable repetition. To address this, we limit the
story length to 150–180 words, with the average
storyline containing 30–36 words per image. For
other models, shorter story lengths often lead to

incomplete storylines, while those with similar
lengths to ours tend to generate hallucinated in-
formation and perform poorly in visual relevance.

5 Discussions

Our approach enhances MLLM-based story gen-
eration by improving story length, coherence, and
relevance, resulting in more engaging and vivid
narratives. The Topic-Driven Narrative Optimizer
(TDNO) enhances dataset quality by refining im-
age descriptions and fostering more coherent topics.
However, the dataset’s diversity remains limited,
which may affect the model’s performance with
dynamic or diverse content.

Future work could focus on diversifying the
dataset or using active learning to enhance its
quality. Although Direct Preference Optimization
(DPO) has improved alignment with human prefer-
ences, integrating visual modality information into
preference optimization could further strengthen
the dataset and better reflect human judgment in
visual storytelling. While our model can generate
compelling narratives from image sequences, its
ability to generalize to novel, unseen visual content
remains a key challenge. Ensuring consistent and
relevant narratives for any set of images, especially
with varying visual styles, is an ongoing task.

6 Conclusion

In this work, we present Story with Large Lan-
guage and Vision Assistant (StoryLLaVA), a novel
framework for multi-modal story generation using
MLLMs. By optimizing story data and employ-
ing a multi-phase training strategy, our model gen-
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Loopy, Pobee, and Eddy enjoyed a delightful tea party, sharing stories and laughter in 
their cozy home. The atmosphere was filled with warmth and camaraderie. Meanwhile, 
Harry, Pobee, and Eddy planned a grand adventure over tea, dreaming of magical 
lands and new friends. Their excitement was palpable as they imagined the 
possibilities. One day, Pobee discovered a magical snowflake that made everyone 
laugh endlessly, spreading joy throughout the village. The snowflake's magic turned 
the village into a hub of laughter and happiness. Finally, Cong found a magical snow 
path leading to a hidden ice cave filled with treasures. Excitedly, he called his 
friends to join the adventure. Together, they marveled at the sparkling treasures, 
making unforgettable memories in their enchanting winter wonderland. The bonds of 
friendship and the magic of their discoveries filled their lives with endless joy and 
wonder.

Fred Flintstone stood in the doorway of his stone-age home, looking out with his usual 
stern expression. Inside, everything was peaceful until a figure dressed in a blue tunic 
and tie came into view. The man seemed out of place and, as he stumbled and fell to 
the ground, it was clear he wasn’t prepared for this prehistoric setting. Fred watched 
the scene unfold with a mixture of confusion and amusement, while the stranger 
struggled to regain his balance. Despite the man’s obvious discomfort, Fred remained 
composed, leaning casually against the doorframe as if trying to make sense of the 
situation. The stranger’s unexpected fall added an odd and humorous twist to Fred’s 
otherwise routine day. For now, Fred wasn’t sure what to make of this peculiar visitor, 
but he knew that life in Bedrock was never without its surprises.

StoryLLaVA-DPO：

StoryLLaVA-DPO：

StoryLLaVA-DPO：
As the sun began to rise, casting a golden hue 
over the landscape, we embarked on our hike. 
The morning air was crisp and filled with the 
scent of pine trees. Our path meandered through 
dense forests, where sunlight filtered through 
the canopy, creating a dappled mosaic on the 
forest floor. The distant mountain loomed 
majestically, its peak shrouded in mist. As we 
climbed higher, the scenery shifted, revealing a 
panoramic view of the valley below. We paused to 
take it all in, the lush greenery stretching as far 
as the eye could see, interspersed with patches 
of vibrant flowers. The sky above was a tapestry 
of blue and white, with fluffy clouds drifting 
lazily. Every step of the hike brought a new 
discovery—a different plant, a new angle of the 
mountain, a fresh breath of air. Reaching the 
summit, we stood in awe, feeling a profound 
sense of accomplishment and connection to 
nature. The journey had been long and arduous, 
but the reward was a breathtaking panorama 
that made every step worthwhile.

TAPM：
it was a beautiful day to go for a hike. they 
stopped to take a picture in front of the 
mountain. it was a beautiful sight to see. I took a 
lot of pictures of them. the view from the top 
was amazing.

Human：
it was a perfect day to spend outdoors, a 
hike seemed like a good idea, spring was 
the best time to hike in the mountains, 
rock climbing was also good that day, the 
views were magnificent.

Llava+GPT4：
In the embrace of nature’s untouched 
beauty, a lone man meanders along a quiet, 
dirt road. With the weight of two 
backpacks, he treks towards the distant 
mountains that rise majestically on his 
right, the trees lining his path whispering 
secrets of the wild. As he progresses, the 
air fills with the rich scent of earth and 
foliage, fueling his adventurous spirit. 
Further ahead, the scene transitions to an 
open field where a woman, clad in vivid blue, 
climbs steadily upwards. Together, they 
navigate the lush green expanse, the 
mountains providing a dramatic backdrop. 
Their laughter merges with the gentle 
hillside breeze, creating a symphony of 
human joy and natural serenity. Reaching 
the peak, they encounter two men standing 
on a rocky cliff, eyes wide with awe as 
they survey the sprawling valleys below. 
From their vantage point, the vast 
landscape unfolds—a tapestry of vibrant 
greens and deep earth tones framed by a 
sky of brilliant blue, intermittently 
adorned with wispy clouds. The scene is a 
poignant reminder of nature’s grandeur and 
the enduring allure of its wild, untamed 
beauty, inviting all who dare to explore its 
depths.

AREL：
i went on a hike last weekend . we decided to 
take a hike through the mountains . the view 
from the top of the mountain was breathtaking . 
we took a picture of the mountains . the view 
from the top of the mountain was breathtaking

Figure 3: Example stories generated by StoryLLaVA compared to baseline models, sampled from VIST,
POROROSV, and FLINTSTONESSV.

erates coherent, engaging, and human-preferred
narratives from multi-image inputs. While our re-
sults are promising, challenges remain in reduc-
ing hallucinations and handling complex narratives.
Future work will focus on improving robustness,
ensuring visual consistency in longer stories, and
enhancing preference alignment for more intricate
plot structures. Additionally, we plan to explore
the use of higher-resolution images and advanced
multi-modal architectures to further improve story
content and coherence.

6.1 Limitations

In optimizing the story data, we reduced costs
by sampling datasets and using the open-source
Mistral-7b (Jiang et al., 2023) model instead of
GPT-3.5 for topic assignment. While this approach
increased efficiency, it may have overlooked certain
nuanced topics, especially when handling complex
datasets, as Mistral-7b lacks the precision of GPT-
3.5 in dealing with intricate cases.

For model selection under resource constraints,
we opted for the Phi-3-mini-128k model due to its
capability to handle multi-image inputs and long
token sequences. While larger models, such as
LLaMA3-8b (Meta, 2024), could provide better
performance in processing image embeddings and

generating more sophisticated stories, resource lim-
itations influenced our choice.

Maintaining high-quality preference data re-
mains a challenge in Direct Preference Optimiza-
tion (DPO) training. Although we followed meth-
ods similar to LLaVA-Hound (Zhang et al., 2024b)
to construct the preference dataset, this process still
carries the risk of bias and struggles to fully reflect
the diversity of human storytelling preferences.

Despite improvements, the model may still gen-
erate hallucinated details inconsistent with visual
content, especially in low-resolution or incomplete
scene descriptions. This highlights the need for
stronger visual grounding mechanisms to address
such issues.
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A Appendix

A.1 Topic Generation and Assignment
Prompts

We manually selected relevant example topics and
refined prompts to guide GPT-4 (OpenAI, 2023)
in generating appropriate topics. After generat-
ing the initial topics, duplicates were merged, and
infrequent ones were removed to ensure quality
and relevance. The Mistral-7b-Instruct-v0.3 (Jiang
et al., 2023) model was used to assign the gener-
ated topics to the stories in the dataset. The final
prompt displayed is the result of repeated refine-
ment and testing for the story generation task, aim-
ing to achieve a balance between complexity and
specificity. The prompts for topic generation and
assignment are shown in Figures 4 and 5.

A.2 Story optimization results
Table 5 displays the results of the evaluation before
and after applying Topic-Driven Narrative Opti-
mizer (TDNO) across the four datasets. We com-
pared the differences in text features before and af-
ter story optimization across four datasets (VIST,
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You will receive a document and a set of top-level topics from a topic hierarchy. Your task is to identify generalizable topics within the document that can act as top-level topics in the 

hierarchy. If any relevant topics are missing from the provided set, please add them. Otherwise, output the existing top-level topics as identified in the document.

[Top-level topics] {Topics}

[Examples]

Example 1: Adding "[1] Adventure and Exploration"

Document:

We found this tree when we were walking in a nearby town, it turns out it is a popular attraction here, the tree is very unusual, with its roots exposed, the trunk was really wide, as much as 12 

feet! You can see how big these roots are—pretty amazing!

Your response:

[1] Adventure and Exploration: Involves exploring new places and discovering remarkable natural attractions.

Example 2: Duplicate "[1] Life Events and Growth", returning the existing topic

Document:

I took a nice stroll around the neighborhood, and this blossom of flowers let me know that spring is here officially. I felt like a little child looking through the lens of this binocular. This is the 

name of the park where I was taking my stroll. When I was growing up, I thought this statue was built wrong because it is missing a full head. The grass looks so well-manicured and taken care 

of.

Your response:

[1] Life Events and Growth: Involves personal reflections on experiences from childhood to adulthood and changes in perception over time.

[Instructions]

Step 1: Determine topics mentioned in the document.

- The topic labels must be as GENERALIZABLE as possible. They must not be document-specific.

- The topics must reflect a SINGLE topic instead of a combination of topics.

- The new topics must have a level number, a short general label, and a topic description.

- The topics must be broad enough to accommodate future subtopics.

Step 2: Perform ONE of the following operations:

1.If there are already duplicates or relevant topics in the hierarchy, output those topics and stop here.

2.If the document contains no topic, return "None".

3.Otherwise, add your topic as a top-level topic. Stop here and output the added topic(s). DO NOT add any additional levels.

[Document]

{Document}

Please ONLY return the relevant or modified topics at the top level in the hierarchy.

[Your response]

Figure 4: Prompt for topic generation.

VWP, POROROSV, and FLINTSTONESSV), fo-
cusing on three key metrics: average story length,
type-token ratio (TTR), and the number of unique
terms.

Method Avg Story Len TTR Terms

VIST 51.90 0.76 39.24
VIST w/ TDNO 157.68 0.70 112.77

VWP 68.60 0.72 53.77
VWP w/ TDNO 188.20 0.72 136.98

POROROSV 65.52 0.63 38.49
POROROSV w/ TDNO 164.17 0.72 118.75

FLINTSTONESSV 81.21 0.57 46.02
FLINTSTONESSV w/ TDNO 165.30 0.71 117.26

Table 5: Comparison of text features before and after
TDNO optimization across four datasets.

A.3 Building the Preference Dataset
Figure 6 provides a detailed explanation of the scor-
ing process used to select positive and negative ex-
amples for Direct Preference Optimization (DPO)
training. To enhance robustness, we rearranged
image sequences to create alternative samples, ex-
posing the model to varied input arrangements.
When rearranging image sequences, the storyline
was modified, and results were regenerated using
the method described in Section 3.2 to establish
new references. Surikuchi et al. (2024) highlighted
three key factors for evaluating story quality: visual

grounding, coherence, and repetitiveness. These
criteria formed the basis for feedback scoring.

A.4 Details of Human Evaluation

All reviewers were university students from diverse
fields and had no direct affiliation with the project,
ensuring objectivity and fairness. A total of 15
members scored 40 image-story pairs. Reviewers,
fluent in English, assessed the generated English
stories for accuracy and clarity. Each reviewer
conducted the assessment independently, ensuring
fair and unbiased scoring. Following Yang et al.
(2024), evaluations were based on three aspects: 1)
Relevance (Rel): the association between gener-
ated stories and source images; 2) Attractiveness
(Attr): the ability of stories to engage readers; 3)
Coherence (Coh): the logical flow between story
sentences. The geometric mean (GM) was used to
measure overall performance, with scores ranging
from 0 to 3 in each dimension.

A.5 Details of LLM Evaluation

We employed advanced closed-source large models,
GPT-4o (OpenAI, 2023) and Claude 3.5 Sonnet,
and evaluated them using the same scoring criteria
as human assessments. Detailed scoring criteria
are shown in Figure 7. An example of GPT-4o’s
evaluation is presented in Figure 8, which includes
GPT-4o’s analysis and scoring of relevance, attrac-
tiveness, and coherence.
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You will receive a document and a topic hierarchy. Assign the document to the most relevant topics in the hierarchy. Then, output the 

topic labels, assignment reasoning, and supporting quotes from the document. DO NOT make up new topics or quotes.

[Topic Hierarchy]

{tree}

[Examples]

Example 1: Assign "[1] Adventure and Exploration" to the document

Document:

We found this tree when we were walking in a nearby town, it turns out it is a popular attraction here, the tree is very unusual, with its roots 

exposed, the trunk was really wide, as much as 12 feet! You can see how big these roots are—pretty amazing!

Assignment:

[1] Adventure and Exploration: Involves discovering a notable natural attraction ("...it is a popular attraction here...the tree is very unusual, 

with its roots exposed...")

Example 2: Assign "[1] Life Events and Growth" to the document

Document:

I took a nice stroll around the neighborhood, and this blossom of flowers let me know that spring is here officially. I felt like a little child 

looking through the lens of this binocular. This is the name of the park where I was taking my stroll. When I was growing up, I thought this 

statue was built wrong because it is missing a full head. The grass looks so well-manicured and taken care of.

Assignment:

[1] Life Events and Growth: Involves personal reflections on experiences and changes over time ("...When I was growing up, I thought this 

statue was built wrong...")

[Instructions]

1.Topic labels must be present in the provided topic hierarchy. You MUST NOT make up new topics.

2.The quote must be taken from the document. You MUST NOT make up quotes.

[Document]

{Document}

Double check that your assignment exists in the hierarchy!

Your response:

Figure 5: Prompt for topic assignment.

A.6 LLaVA Fine-tuning
We used version 1.5 of the LLaVA (Liu et al.,
2023) model, incorporating CLIP-ViT-L-336px
and LLaMA-7b. The model’s visual embedding
component was modified, and fine-tuning was per-
formed using LoRA.

A.7 Additional Generated Examples
Figure 9 presents additional examples of stories
generated by Story with Large Language and Vi-
sion Assistant (StoryLLaVA).
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Given the following inputs:

1.Reference Story: {reference story}

2.Reference Story Topic: {Topic}

3.Six Model Predicted Stories: {prediction1}, {prediction2}, {prediction3}, {prediction4}, {prediction5}, {prediction6}

Your task is to evaluate each model-predicted story based on the following criteria:

-Visual Grounding: Does the predicted story accurately reflect visual descriptions or imagery consistent with the topic or 

prompt? Are the visual elements realistic and effectively grounded in the context of the story?

-Coherence: Does the predicted story flow logically from one scene to another? Evaluate whether the narrative is consistent 

and makes sense overall, with clear transitions and a structured storyline.

-Repetitiveness: Does the predicted story avoid unnecessary repetition of phrases, descriptions, or ideas? Check whether any 

redundant elements affect the smoothness or readability of the narrative.

For each story, output the following:

-Score: A quality score from 1-5 based on how well the story satisfies the criteria (higher is better).

-Rank: Rank the six predicted stories from best (1) to worst (6) based on the overall quality across the criteria.

Output Format:

For each predicted story:

Story {prediction number}:

-Score: <integer from 1-5>

-Rank: <rank from 1-6>

Figure 6: GPT evaluation prompt for story generation. The prompt includes a reference story, story topic, and model
predictions, followed by a quality evaluation with corresponding scores and ranks based on predefined criteria.

Given the following inputs:
1.Image captions: {image captions}
2.Model Predicted Stories: {story1, story2, story3…} 

Your task is to evaluate each model-predicted story:

Relevance: The degree of association between the generated stories and the source images.
0-1: The story has some connection to the source images but mostly overlooks key visual elements, resulting in poor relevance.
1-2: The story is mostly relevant to the source images, with only small parts being slightly off-topic or missing minor visual details.
2-3: The story is highly relevant to the source images, fully addressing and reflecting the visual content in detail.
Attractiveness: The ability of the stories to capture and maintain human interest.
0-1: The content has low attractiveness, generating some interest but struggling to maintain the reader's attention.
1-2: The content is quite engaging, able to generate interest and sustain the reader's attention for a substantial duration.
2-3: The content is highly engaging, immediately grabbing the reader's interest and maintaining their full attention through out.
Coherence: The extent to which the sentences in a story are logically connected.
0-1: The content has poor coherence, with noticeable jumps or breaks in logic, making the flow unclear.
1-2: The content is mostly coherent, with clear logical relationships between sentences and paragraphs, though there may be minor 
discontinuities.
2-3: The content is highly coherent, with a tightly organized logical structure that smoothly connects sentences and paragraphs in a clear 
and readable manner.
You must compare the stories, please apply strict standards to provide detailed scoring for each dimension, highlighting their strengths and 
weaknesses to better distinguish between them. 
For each story, output the following:
Output Format:
Relevance -Score: <decimal from 0-3>
Attractiveness - Score: <decimal from 0-3>
Coherence - Score: <decimal from 0-3>

Figure 7: GPT-4o and Claude 3.5 evaluation prompt for story generation.
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Images:

Human Story: 
this is a stadium that we saw our favorite team play baseball, 
they let us come on the field to meet some of the players, 
they even let me throw a pitch from the pitcher 's mound, we 
saw how the baseball officials worked, this was a great player 
that talked to us before we went home.

Relevance:  
Score: 2.8
The story directly relates to the images, mentioning the experience of 
meeting players (image 2), throwing a pitch from the mound (image 1), 
and seeing baseball officials at work (images 3 and 4). The reference 
to interacting with players and throwing a pitch matches the visual 
content perfectly.

Attractiveness:
Score: 1.4
While the story is personal and touches on meaningful interactions, it 
lacks vivid descriptions and emotional depth that could make it more 
engaging. It states the facts but doesn't capture the excitement or 
detail of the day.

Coherence:
Score: 2.0
The story is generally coherent, but it feels a bit rushed and disjointed 
at points, such as jumping from throwing a pitch to meeting players 
and going home without much transition. A smoother flow between 
these events would improve overall coherence.

StoryLLaVA Story: 
The stadium buzzed with excitement as fans poured into the stands, filling every 
seat. The air was electric with anticipation. On the field, players and coaches 
mingled with the crowd, signing autographs and posing for photos. The game was 
about to begin, and the energy was palpable. As the first pitch soared, the crowd 
erupted in cheers. Cameras flashed, capturing the moment as players and 
spectators alike shared in the thrill of the game. In the dugout, coaches 
strategized and gave last-minute pep talks, their voices blending with the roar of 
the crowd. The tension was high, every moment charged with the possibility of a 
game-changing play. Fans leaned forward in their seats, eyes wide with focus, as 
the players battled it out under the bright stadium lights. The game was more 
than just a contest; it was a shared experience, a tapestry of cheers, laughter, 
and heart-stopping moments woven together by the collective spirit of everyone 
present. As the innings passed, the excitement never waned, proving that 
baseball was indeed America's pastime, cherished by all who witnessed its magic 
firsthand.

LLaVA+GPT4 Story: 
On a hot summer day, excitement fills a bustling baseball field. A young pitcher, 
under the watchful eyes of a coach and a photographer, delivers a powerful 
throw, capturing the attention of everyone present. Nearby, players from the 
Long Island Ducks are signing autographs, spreading joy among a group of 
children and adults alike.
The game hits a critical moment as the pitcher discusses strategies with the 
catcher and coach on the mound, the tension palpable. Elsewhere, a player 
wearing jersey number 49 readies himself, his focus reflecting the intense 
atmosphere of the competition.
The climax of the game arrives as the pitcher executes a precise throw and 
the batter swings, with the crowd holding their breath in anticipation. This 
day's game is more than a sporting event; it's a display of community unity and 
the indomitable spirit of sports.

Relevance:  
Score:2.5
The story closely aligns with the images: it mentions the atmosphere 
in the stadium, the crowd, the players interacting with fans (seen in 
image 2), the game being played (images 5), and the high energy 
around the game. However, it could have included more specific 
details such as the pitcher and coaches (images 1, 3, and 4), making it 
slightly off-topic in certain moments.

Attractiveness:
Score:2.7
The story is engaging and captures the essence of a live baseball game 
experience, with vivid descriptions of crowd excitement, player 
interactions, and game tension. It successfully maintains the reader's 
interest from start to finish, highlighting the shared emotions and the 
thrill of the game.

Coherence:
Score: 2.5
The story is well-structured, flowing naturally from the pre-game 
excitement, through the pitch, to the intense gameplay. Each 
sentence builds on the previous one, creating a coherent and smooth 
narrative that makes sense from beginning to end.

Relevance:  
Score: 2.3
The story directly relates to the images, mentioning the experience of 
meeting players (image 2), throwing a pitch from the mound (image 1), 
and seeing baseball officials at work (images 3 and 4). The reference 
to interacting with players and throwing a pitch matches the visual 
content perfectly.

Attractiveness:
Score: 1.9
The story is engaging, successfully capturing the excitement of the 
baseball game. It keeps the reader interested and involved in the 
narrative, although there might be room to intensify the emotional 
impact or detail to reach a broader audience.

Coherence:
Score:2.3
The narrative is coherent and logically structured. The transitions 
between different scenes (pitching, strategizing, community 
involvement) are smooth, though there might be slight room for 
improvement in connecting these elements more tightly to enhance 
the flow.

Figure 8: Example of an evaluation conducted by GPT-4o.

StoryLLaVA-DPO：
The basketball game was electrifying from the start. The orange team took an early lead, and 
the crowd roared as one of their players expertly dribbled past defenders. The white team 
fought back fiercely, gradually adjusting their rhythm and launching a powerful offensive. As 
the game progressed, a white team player broke through the defense and delivered a 
spectacular dunk, igniting the atmosphere in the arena. Despite their efforts, the orange 
team struggled to contain the relentless attacks from the white team. With precise 
coordination and strong offensive momentum, the white team eventually overtook the score. 
As the final buzzer sounded, the crowd erupted in cheers, celebrating the white team's 
victory. Although disappointed, the orange team showed respect, acknowledging the skill and 
determination of their opponents. It was a game to remember, filled with thrilling moments 
and excellent sportsmanship from both sides.

StoryLLaVA-DPO：
Today was the big day—her wedding! The venue was picturesque, with a grand arch adorned 
with flowers and a serene water body in the background. Her bridesmaids, all dressed in 
stunning red dresses, stood gracefully around her, their smiles reflecting the joy of the 
occasion. As she walked down the aisle, the crowd erupted in applause, and her father beamed 
with pride. The ceremony was intimate and beautiful, set against the backdrop of lush greenery 
and a clear blue sky. After exchanging vows, the newlyweds shared a heartfelt kiss, sealing 
their promises with love. The reception that followed was nothing short of spectacular. Guests 
mingled under a tent decorated with flowers, and laughter filled the air. The bride and groom 
posed for numerous photos, capturing every precious moment of their special day. By the end of 
the night, everyone agreed—it was a magical celebration filled with love, joy, and unforgettable 
memories.

As the night descended, the city streets came alive with the glow of streetlights and the hum 
of engines. Cars whizzed by, their headlights cutting through the darkness. Inside one car, a 
man in a black shirt and sunglasses sat with a serious expression, his eyes fixed on the road 
ahead. The night was his alone, and he relished the quiet solitude of the drive. His thoughts 
wandered as he navigated the busy streets, filled with buildings, trees, and the occasional taxi. 
The city was a symphony of lights and motion, each car adding to the vibrant tapestry of the 
night. He passed by a yellow taxi, its lights blinking rhythmically, a reminder of the countless 
stories unfolding around him. As he drove deeper into the heart of the city, the buildings grew 
taller, their illuminated windows reflecting the dreams and lives within. The streets were a 
maze of possibilities, each turn promising new adventures. The night was endless, and so were 
the roads that stretched before him, inviting him to explore the boundless journey ahead.

StoryLLaVA-DPO：

Matt and Leonardo sat at a cozy restaurant table, their laughter filling the air as they 
reminisced about old times. The table was cluttered with remnants of their meal, but their 
focus was entirely on each other. Suddenly, Leonardo's phone buzzed. He glanced at the screen, 
his face turning serious. "I have to take this outside," he said, rising from his chair. Outside, 
the bustling city street provided a stark contrast to their intimate moment. Leonardo walked 
briskly to his car, his mind racing with the urgency of the call. As he drove, he couldn't shake 
the feeling that something significant was about to happen. The city lights blurred past him, 
but his thoughts remained fixed on the conversation he was about to have. The anticipation was 
palpable, and as he approached his destination, he braced himself for whatever news awaited 
him. Little did he know, this moment would mark the beginning of a new chapter in his life, one 
filled with unexpected twists and turns.

StoryLLaVA-DPO：

(a) VIST (b) VWP

Figure 9: Additional examples generated by StoryLLaVA.
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