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Abstract

Aspect Sentiment Quad Prediction (ASQP)
aims to extract all sentiment elements in quads
for a given review to explain the reason for the
sentiment. Previous table-filling based methods
have achieved promising results by modeling
word-pair relations. However, these methods
decompose the ASQP task into several subtasks
without considering the association between
sentiment elements. Most importantly, they fail
to tackle the situation where a sentence con-
tains multiple implicit expressions. To address
these limitations, we propose a simple yet effec-
tive Unified Grid Tagging Scheme (UGTS) to
extract sentiment quadruplets in one shot, with
two additional special tokens from pre-trained
models to represent potential implicit aspect
and opinion terms. Based on this, we first intro-
duce the adaptive graph diffusion convolution
network to construct the direct connection be-
tween explicit and implicit sentiment elements
from syntactic and semantic views. Next, we
utilize conditional layer normalization to re-
fine the mutual indication effect between words
for matching valid aspect-opinion pairs. Fi-
nally, we employ the triaffine mechanism to
integrate heterogeneous word-pair relations to
capture higher-order interactions between sen-
timent elements. Experimental results on four
benchmark datasets show the effectiveness and
robustness of our model, which achieves state-
of-the-art performance.

1 Introduction

As a fine-grained sentiment analysis task (Pontiki
et al., 2014), Aspect Sentiment Quad Prediction
(ASQP) aims to identify sentiment quadruplets
from a given review, to explain what the targeted
aspects are, which domain described (aspect cate-
gory), how their sentiment polarities are and why
they have such polarities (opinion terms). It is chal-
lenging as aspects and opinions can be explicitly
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Sentence: It is yummy except the pizza, but the service is bad, and I will not recommend it.

Quadruplets: 
• explicit aspect & explicit opinion: (service, service#general, bad, negative)

• explicit aspect & implicit opinion: (pizza, food#quality, null, negative)

• implicit aspect & explicit opinion: (null, food#quality, yummy, positive)

• implicit aspect & implicit opinion: (null, restaurant#general, null, negative)
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Figure 1: A sentence with its dependency tree and ab-
stract meaning representation (AMR) graph is given to
illustrate the ASQP task. It reveals the specific relations
between matched aspects and opinions in the syntactic
and semantic view. In the quadruplet set, aspect term,
aspect category and opinion term are marked in red, gray
and blue, respectively. The positive sentiment polarity
is highlighted in green, while the negative is in brown.
Note that implicit aspect and opinion are set as "null".

expressed or implicitly conveyed. Take the exam-
ple in Figure 1 as the task illustration, the sentence
contains four different types of sentiment quadru-
plets with explicit and implicit aspects/opinions.

Indeed, ASQP can be decomposed into sev-
eral subtasks, such as Aspect Term Extraction
(ATE) (Li et al., 2020; Wang et al., 2021), Opin-
ion Term Extraction (OTE) (Fan et al., 2019; Wu
et al., 2020b), Aspect-based Sentiment Classifica-
tion (ASC) (Tang et al., 2022; Zhang et al., 2023),
Aspect Category Detection (ACD) (Hu et al., 2021;
Nguyen et al., 2023), Aspect-Opinion Pair Extrac-
tion (AOPE) (Chen et al., 2020; Gao et al., 2021),
and Aspect Sentiment Triplet Extraction (ASTE)
(Peng et al., 2020; Su et al., 2024), etc. Therefore,
early work adopts a two-stage pipeline approach to
first extract the candidate aspect-opinion pairs, and
then predict the aspect category and sentiment po-
larity (Cai et al., 2021). However, pipeline methods
easily suffer from the error propagation problem.
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To alleviate this problem, many efforts resort
to extracting sentiment quadruplets in an end-to-
end framework. Some works formulate the ASQP
task as a generative problem, leveraging genera-
tive pre-trained models like BART (Lewis et al.,
2020) and T5 (Raffel et al., 2020) to generate
sentiment quadruplets in one shot (Zhang et al.,
2021a; Mao et al., 2022; Gou et al., 2023). In
addition, some methods employ the data augmen-
tation strategy to address the data scarcity problem
(Wang et al., 2023; Yu et al., 2023; Zhang et al.,
2024a,b). However, these approaches neglect to
establish reciprocity between sentiment elements
within the quadruplets, which is the key to resolv-
ing the ASQP task.

Therefore, some works model such association
by tagging the word-pair relations. Zhou et al.
(2023) propose a sentiment-specific horns tagging
schema to jointly identify aspect category and
aspect-opinion-sentiment triplet. However, this
method ignores the higher-order interactions be-
tween aspect category and other sentiment ele-
ments. And the "null" token added at the beginning
of a sentence may distort the semantic expression
in some cases. Most importantly, it cannot solve
the case of the implicit aspect with implicit opinion.
Meanwhile, Zhu et al. (2023) leverage a sentence-
guided grid tagging scheme to capture both explicit
and implicit expressions in sentences. But it strug-
gles to simultaneously tackle the situation where a
sentence with multiple implicit expressions.

To address the above issues, we introduce a sim-
ple yet effective Unified Grid Tagging Scheme
(UGTS) to transform the ASQP task into a uni-
fied table-filling task by constructing the word-pair
relations. UGTS incorporates two special tokens
from pre-trained models (e.g., [CLS] and [SEP] for
BERT) at the beginning and end of the sentence to
respectively represent the potential implicit aspect
and opinion term, without distorting the semantics
of the sentence. It can not only extract sentiment
quadruplets in a unified fashion without decom-
posing the ASQP task into several subtasks, but
also tackle concurrent situations where multiple or
multi-type quadruplets exist.

Based on this, we leverage syntactic and seman-
tic structure information derived from the depen-
dency tree and Abstract Meaning Representation
(AMR) to enhance the association between senti-
ment elements. The dependency tree illustrates the
syntactic dependencies between words, while the
AMR captures the semantic dynamics of "who is

doing what to whom" among arguments. These
linguistic features help reveal the specific relations
between the matched aspects and opinions. Take
Figure 1 as an example, aspect "service" is the
nominal subject of the opinion "bad" in the syntac-
tic view, and aspect "service" serves as the proto-
patient of the opinion "bad" in the semantic view.

To fully exploit these linguistic features, we first
introduce an adaptive graph diffusion convolution
network to establish the connection between ex-
plicit and implicit sentiment elements, as the depen-
dency tree and AMR graph only parse the original
sentence, ignoring the two special tokens denoting
implicit aspect and opinion. Secondly, we utilize
conditional layer normalization to refine the mu-
tual indication effect between aspect-opinion pairs,
as aspects provide aspect category information for
opinions and conversely convey sentiment polarity
information. Finally, we employ the triaffine mech-
anism to align the syntactic and semantic aware
word-pair relations into the context, and then ag-
gregate them to capture higher-order interactions
between sentiment elements.

In summary, the key contributions are as follows:

• To the best of our knowledge, we make the
first effort to introduce a Unified Grid Tagging
Scheme (UGTS) to address ASQP in a unified
table-filling task, without decomposing the
ASQP task into several subtasks. Besides,
UGTS can tackle concurrent situations where
multiple or multi-type quadruplets exist.

• Based on the UGTS, we propose a novel end-
to-end model to fully develop the syntactic
and semantic features derived from the depen-
dency tree and AMR graph, to further enhance
the association between sentiment elements.

• We conduct extensive experiments on four
benchmark datasets, and the experimental re-
sults show the effectiveness of our model.

2 Related Works

Aspect Sentiment Quad Prediction (ASQP) (Zhang
et al., 2021a), also known as Aspect Category Opin-
ion Sentiment Quadruple Extraction (ACOS) (Cai
et al., 2021), has attracted substantial research in re-
cent years, which can be categorized into the follow
three main kinds.

Sequence tagging. Studies have focused on em-
ploying the Begin-Inside-Outside tagging scheme
to perform sequence labeling to extract aspects
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and opinions, then predict the sentiment polarity
and aspect category of the valid aspect-opinion
pairs. Cai et al. (2021) propose a two-stage pipeline
approach to perform Cartesian Product to obtain
candidate aspect-opinion pairs and then assign the
category-sentiment class. Similarly, Zhang et al.
(2021a) benchmark ASQP task with several base-
lines, which decompose the ASQP task into mul-
tiple subtasks to extract the sentiment elements
successively and then group them into quadruplets.
Obviously, these methods potentially lead to the
well-known error propagation problem.

Generative based. Generative methods trans-
form the ASQP task into a text generation prob-
lem, which utilize the unified frameworks to di-
rectly generate the label sequence or desired sen-
timent elements given the input sentence (Peper
and Wang, 2022; Hu et al., 2023; Li et al., 2023;
Kim et al., 2024). These methods can mainly be
classified as template-based (Zhang et al., 2021a;
Hu et al., 2022; Gao et al., 2022; Gou et al., 2023;
Mohammadkhani et al., 2024) and structure-based
(Mao et al., 2022; Bao et al., 2022, 2023b,a). De-
spite achieving promising results, these methods
exhibit differences between the training and infer-
ence stages, causing the exposure bias problem.

Data augmentation. Studies focus on expand-
ing the number of training samples to solve the data
scarcity problem owing to the high annotation cost.
Wang et al. (2023) train a quads-to-text model to
enrich the semantic diversity of the generated data
and design a data filtering strategy to remove low-
quality augmented data. To reduce mismatches
in data augmentation, Yu et al. (2023) and Zhang
et al. (2024b) utilize the self-training mechanism
to obtain high-quality samples. In addition, Zhang
et al. (2024a) present an adaptive data augmenta-
tion framework to tackle the quad-pattern imbal-
ance and aspect-category imbalance issue. How-
ever, these approaches are constrained in capturing
reciprocity between sentiment elements. Therefore,
we propose a unified grid tagging scheme to model
such association.

3 Unified Grid Tagging Scheme

In this section, we first introduce the task definition
of Aspect Sentiment Quad Prediction (ASQP) and
then illustrate how to represent the ASQP task in
our proposed unified grid tagging scheme. Finally,
we present the quadruplet decoding algorithm to
parse the tagging results.

Tag Meaning

B-A Beginning of the aspect term

I-A Inside of the aspect term

B-O Beginning of the opinion term

I-O Inside of the opinion term

A Two words belong to the same aspect term

O Two words belong to the same opinion term

POS Two words respectively belong to an aspect and an
opinion, and they form a sentiment quadruplet with
positive/neutral/negative sentiment polarity and ci
aspect category, where ci ∈ C = {c1, c2, · · · , cm}.

NEU
NEG
ci

N No relation between two words as described above

Table 1: The meanings of word-pair relations for the
ASQP task.

3.1 Problem Formulation
Given an input sentence X = {w1, w2, · · · , wn}
consisting of n words, the objective of the ASQP
task is to extract all possible aspect-level senti-
ment quadruplets Q = {(at, ac, ot, sp)k}

|Q|
k=1 cor-

responding to four sentiment elements. In particu-
lar, the aspect term (at) and the opinion term (ot)
are normally continuous spans in the sentence to
explicitly express the opinion target and the sub-
jective statement. Note that they are set as "null"
in case of implicit mention. The aspect category
(ac) describes a specific domain of interest for
the aspect term within the predefined label set
C = {c1, c2, · · · , cm} with m categories. The
sentiment polarity (sp) belongs to the sentiment
class set S = {POS,NEU,NEG} denoting the
positive, neutral and negative semantic orientation,
respectively. The sentence X has a total number of
|Q| sentiment quadruplets.

3.2 Tagging Scheme Description
Inspired by Wu et al. (2020a) and Chen et al.
(2022), we propose a simple yet effective unified
grid tagging scheme to model the association be-
tween sentiment elements, to formulate the ASQP
task as a table-filling task, without decomposing
the ASQP task into several subtasks to extract dif-
ferent sentiment elements separately.

The basic idea of the unified grid tagging scheme
is to tag a word-pair table T with |n+ 2| × |n+ 2|
grids, where n is the length of the input sentence
and 2 denotes the special tokens from the pre-
trained language model (e.g., [CLS] and [SEP]
for BERT). Note that we add these two special
tokens at the beginning and end of the sentence
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[CLS] pricy except pizza sobut willservicegreat go [SEP]againcheeseToo Quadruplets
Explicit Aspect & Explicit Opinion:

• Aspect: service

• Category: service#general

• Opinion: great

• Sentiment: positive

Explicit Aspect & Implicit Opinion:

• Aspect: cheese pizza

• Category: food#prices

• Opinion: null ([SEP])

• Sentiment: positive

Implicit Aspect & Explicit Opinion:

• Aspect: null ([CLS])

• Category: food#prices

• Opinion: Too pricy

• Sentiment: negative

Implicit Aspect & Implicit Opinion:

• Aspect: null ([CLS])

• Category: restaurant#general

• Opinion: null ([SEP])

• Sentiment: positive

Notes: [CLS] and [SEP] tokens denote 

the implicit aspect/opinion "null".

Figure 2: A tagging example with different types of
sentiment quadruplets for ASQP task.

to represent the potential implicit aspect term and
opinion term, respectively. For each grid, T [i][j]
corresponds to the word-pair relation between the
i-th word and the j-th word.

To comprehensively consider all possible asso-
ciations between sentiment elements, we define
10 + m types of word-pair relations for ASQP,
where m denotes the number of predefined aspect
categories varying for different datasets. The mean-
ings of tags are elaborated in Table 1, and a corre-
sponding unified grid tagging example is illustrated
in Figure 2.

Specifically, in the main diagonal region, we
utilize boundary-driven tags {B-A, I-A, B-O, I-O}
to determine the beginning and inside of aspect
and opinion terms. Note that if the special tokens
[CLS] and [SEP] are marked as "B-A" and "B-
O" tags respectively, it can be considered that the
sentence contains implicit aspect term and opinion
term. In the non-diagonal region, we employ tags
{A, O} to detect whether the word pair formed by
two different words belongs to the same aspect or
opinion term, respectively. Meanwhile, we adopt
the sentiment tags {POS, NEU, NEG} in the upper
triangular region and the aspect category tags ci ∈
C in the lower triangular region, not only to match
the valid aspect-opinion pairs but also to judge their
sentiment polarities and aspect categories. The "N"
tag indicates that there is no relation between words
as described above.

In short, the unified grid tagging scheme can:
(1) effectively construct the association between
sentiment elements. (2) add two special tokens de-
noting the implicit aspect and opinion term without
affecting the semantics of the sentence. (3) simulta-
neously tackle the concurrent situations of multiple

Algorithm 1 Quadruplet decoding for ASQP task
Input: The prediction results P = {p00, p01, · · · , pn+1,n+1}
of the sentence X (n words) with two additional special tokens.
pij denotes the predicted tag of the word pair (wi, wj).
Output: Quadruplets set Q of the given sentence.
1: Initialize the A = {}, O = {}, Q = {}
2: if p00 = “B-A” then A.append([CLS])
3: if pn+1,n+1 = “B-O” then O.append([SEP])
4: while left index 1 ≤ l ≤ n and right index l ≤ r ≤ n do
5: if pll = “B-A” meanwhile pkk = “I-A” when l < k ≤ r

then A.append([wl, wl+1, · · · , wr])
6: if pll = “B-O” meanwhile pkk = “I-O” when l < k ≤ r

then O.append([wl, wl+1, · · · , wr])
7: end while
8: while a ∈ A and o ∈ O do
9: S = {}, C = {}

10: while wi ∈ a and wj ∈ o do
11: if i < j then stag = pij , ctag = pji
12: else stag = pji, ctag = pij
13: if stag ∈ {POS,NEU,NEG} and ctag ∈ C

then
14: S.append(stag), C.append(ctag)
15: end while
16: if S ̸= ∅ and C ̸= ∅ then s = argmax(S), c =

argmax(C), Q.append(a, c, o, s)
17: end while

or multi-type quadruplets. (4) directly address sev-
eral subtasks without additional modifications.

3.3 Quadruplet Decoding

The details of sentiment quadruplet decoding are
shown in Algorithm 1. Briefly, from the main diag-
onal of the prediction results, we first recognize
aspect and opinion terms based on a span con-
sisting of consecutive "B-A" and "I-A" tags or
"B-O" and "I-O" tags. Note that implicit aspect
and opinion term are detected when the special to-
kens [CLS] and [SEP] are labeled as "B-A" and
"B-O" tag respectively. Next, we need to deter-
mine whether the aspect terms and opinion terms
match. If there exists any sentiment relation and
aspect category between them, they are considered
as the matched aspect-opinion pair. Finally, for
each matched aspect-opinion pair, we identify the
sentiment polarity by selecting the most predicted
sentiment relation in the upper triangular region. A
similar operation yields the aspect category from
the prediction results in the lower triangular region.
Therefore, we collect each sentiment quadruplet
and construct the predicted quadruplet set.

4 Methodology

In this section, we first elaborate on the details of
our proposed model and then describe the training
objective. The overall architecture of our model is
illustrated in Figure 3.
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[SEP]
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Figure 3: The overall architecture of our model.

4.1 Input and Encoding Layer

BERT-style models (Devlin et al., 2019) have
demonstrated their effectiveness in various natu-
ral language processing tasks. In this work, we
utilize DeBERTa (He et al., 2021) as the con-
text encoder to encode the given sentence X =
{w1, w2, · · · , wn} added with [CLS] and [SEP]
tokens. The encoding layer outputs the hidden con-
textual features H = {hcls, h1, · · · , hn, hsep} ∈
R(n+2)×dh at the last Transformer block.

4.2 Relation Construction

To effectively construct the association between
sentiment elements, our model adopts the afore-
mentioned unified grid tagging scheme as the mod-
eling paradigm. The core lies in deeply exploring
the relational features between words, which can
reveal the interactions between sentiment elements
to facilitate the sentiment quadruplets extraction.

Therefore, we leverage syntactic and semantic
structure information derived from the dependency
tree and Abstract Meaning Representation (AMR)
to enhance the representation of word-pair rela-
tions, as these linguistic features effectively reveal
specific relations between aspect-opinion pairs. For
example, aspects typically manifest as the nominal
subject of opinions in the dependency tree and as
the proto-patient in the AMR graph. These rela-
tional features provide the model with insight into
the interactions between sentiment elements.

Specifically, we utilize the off-the-shelf toolkits
spaCy1 and AMRLib2 to parse sentences to ob-
tain corresponding syntactic dependency trees and
AMR graphs. Note that we further align the AMR
graphs with the original sentences by the aligner
Penman3 (Goodman, 2020) to ensure that the argu-
ments in the AMR graph are logically mapped to
the words in the sentence. Based on this, we can
obtain various relations of word pairs from syntac-
tic and semantic views. For each linguistic feature,
it is intuitive to construct as a word-pair relation
graph, where each word and word-pair relation is
regarded as node and edge, respectively. In par-
ticular, we add a "self" relation type to represent
the self-loop edge for each word itself, and assign
the "none" type if there is no relation between two
words. For feature initialization, we employ the hid-
den contextual representations H as node features,
and represent edge features as an adjacency matrix
R = {rij | 0 ≤ i, j ≤ n + 1}, where rij ∈ Rdp

is the embedding of the edge label for word pair
(wi,wj) by looking up a trainable embedding table,
and dp is number of word-pair tags.

4.3 Adaptive Graph Diffusion Convolution

Next, we introduce the adaptive graph diffusion
convolution network (AGDC) to establish the di-

1https://spacy.io/
2https://amrlib.readthedocs.io/en/latest/
3https://github.com/goodmami/penman

https://spacy.io/
https://amrlib.readthedocs.io/en/latest/
https://github.com/goodmami/penman
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rect connection between explicit and implicit senti-
ment elements in the syntactic and semantic aware
word-pair relation graphs, as [CLS] and [SEP] to-
kens (denoting implicit aspect and opinion) are not
involved in the syntax and AMR parsing.

Specifically, for syntactic and semantic aware
word-pair relation graphs, we first utilize the adap-
tive graph diffusion strategy based on heat kernel
weight coefficients to support learning the opti-
mal neighborhood of different word nodes. The
strategy can capture the multi-hop associations be-
tween word nodes to construct the direct connec-
tion between explicit and implicit sentiment ele-
ments. The process is represented as:

R̂syn; R̂amr =

∞∑
k=0

e−t t
k

k!
(Rsyn/amr)kH (1)

where t ∈ Rn+2 denotes the trainable neighbor-
hood radius for different words, Rsyn and Ramr

are the initialized edge features of syntactic and
semantic aware word-pair relation graphs, and H
is the initialized node features. Then we employ
a graph convolution network (Kipf and Welling,
2017) to aggregate the associated opinion informa-
tion for aspect terms to facilitate their matching:

Ĥsyn; Ĥamr = ReLU(R̂syn/amrHW + b) (2)

where W and b are the learnable weight and bias.

4.4 Conditional Layer Normalization

Intuitively, aspects provide aspect category infor-
mation for opinions, while opinions convey senti-
ment polarity. Thus, it is vital to refine the mutual
indication effect between aspects and opinions to
facilitate the sentiment quadruplets extraction.

Inspired by Liu et al. (2021), we adopt the con-
ditional layer normalization (CLN) to model the
directed word-pair relation between words:

r̃ij = CLN(ĥi, ĥj) = γij ⊙ (
ĥj − µ

σ
) + λij (3)

where ĥi is the condition to determine the scaling
factor γij = Wγ ĥi+ bγ and bias λij = Wλĥi+ bλ
of layer normalization. µ and σ are the mean and
standard deviation across the elements of ĥj , i.e.,

µ =
1

dh

dh∑
k=1

ĥjk, σ =

√√√√ 1

dh

dh∑
k=1

(ĥjk − µ)2 (4)

where ĥjk is the k-th dimension of ĥj . We apply
CLN to transform node features Ĥsyn and Ĥamr to
obtain refined word-pair relations R̃syn and R̃amr

from syntactic and semantic views.

4.5 Triaffine Mechanism
The refined syntactic and semantic aware word-
pair relations reveal the mutual indication effect
between aspects and opinions from their unique
views. To ensure that these heterogeneous features
complement and reinforce each other within a uni-
fied feature space, it is necessary to further align
and aggregate them to capture the higher-order in-
teractions between sentiment elements.

Specifically, since biaffine mechanism (Dozat
and Manning, 2017) has been proven effective in
modeling the word-pair interactions, we utilize it to
convert the hidden states H into contextual feature
space Rctx = {rctxij | 0 ≤ i, j ≤ n+ 1}, i.e.,

rctxij =

[
hj
1

]T
Wbahi (5)

where rctxij ∈ Rdp is the contextual relation for
word pair (wi,wj), and Wba is the trainable weight.

Next, inspired by (Yuan et al., 2022) in integrat-
ing multi-source heterogeneous features, we em-
ploy the triaffine mechanism to project the refined
syntactic and semantic aware word-pair relations
R̃syn and R̃amr into the contextual feature space
Rctx, thereby aligning specific relations between
sentiment elements revealed in the dependency tree
and AMR graph. The operation is formulated as:

pij =

[
r̃synij

1

]T
(rctxij )TW tri

[
r̃amr
ij

1

]
(6)

where pij ∈ Rdp is the syntactic and semantic en-
hanced representations of word pair (wi,wj) for pre-
diction as logits, and Wtri is the trainable weight.

4.6 Training Objective
The tagging grids actually contain many "N" labels
irrelevant to sentiment elements, which leads to the
class imbalance problem of word-pair relations and
misguides the parameter optimization. Therefore,
we employ Focal loss (Lin et al., 2017) as training
loss to mitigate the imbalance problem, i.e.,

log(pt) =
n+1∑
i=0

n+1∑
j=0

∑
z∈Z

I(yij = z) log(pij|z) (7)

L = −αt(1− pt)
β log(pt) (8)

where I(·) is the indicator function, yij is the
ground truth of word pair (wi,wj), and Z signi-
fies pre-defined tags. Hyperparameter αt is a factor
to balance between the positive and negative sam-
ples, and β is the focusing parameter that regulates
the weights of easily categorized samples.



4003

Methods Laptop Rest Rest15 Rest16
P R F1 P R F1 P R F1 P R F1

Extract-Classify 45.56 29.28 35.80 38.54 52.96 44.61 35.64 37.25 36.42 38.40 50.93 43.77
ChatGPT 21.72 27.65 24.33 38.39 46.40 42.02 29.66 37.86 33.26 36.09 46.93 40.81
Paraphrase - - - - - - 46.16 47.72 46.93 56.63 59.30 57.93
SGTS-ASQE 41.44 32.26 36.28 55.24 43.69 48.76 - - - - - -
Seq2Path - - 42.97 - - 58.41 - - - - - -
GAS 43.46 42.69 43.07 59.81 57.51 58.63 47.15 46.01 46.57 57.30 57.82 57.55
ILO 44.14 44.56 44.35 58.43 58.95 58.69 47.78 50.38 49.05 57.58 61.17 59.32
DLO 43.40 43.80 43.60 60.02 59.84 59.18 47.08 49.33 48.18 57.92 61.80 59.79
SS-UAUL 44.38 43.65 44.01 61.22 59.87 60.53 49.12 50.39 49.75 59.24 61.75 60.47
One-ASQP 43.80 39.54 41.56 65.91 56.24 60.69 - - - - - -
MvP - - 43.92 - - 61.54 - - 51.04 - - 60.39
ADA 45.03 44.53 44.78 60.15 61.95 61.04 49.31 53.96 51.53 59.34 62.83 61.03
MUL-ST-Scorer 47.05 45.32 46.17 65.43 61.92 63.63 51.94 52.00 51.97 63.46 64.31 63.88
Ours 48.21 46.39 47.28 65.94 63.47 64.68 52.76 52.43 52.59 65.72 64.50 65.10

Table 2: Experimental results on four datasets (%). The best results are in bold and the second best are underlined.

5 Experiments

5.1 Datasets and Setup
We evaluate our model on four benchmark ASQP
datasets released by Cai et al. (2021)4 and Zhang
et al. (2021a)5. These datasets are derived from Se-
mEval Challenges (Pontiki et al., 2015, 2016) and
Amazon platform during 2017 and 2018, with one
in the laptop domain and three in the restaurant do-
main. Detailed statistics about datasets are shown
in Appendix A.1. Following previous works, we
employ F1 scores (F1) as the main evaluation met-
ric and also report the corresponding Precision (P)
and Recall (R) scores. Implementation details are
presented in Appendix A.2.

5.2 Baselines
We compare our model with the following three
main kinds of state-of-the-art baselines: 1) Tagging
based methods: Extract-Classify (Cai et al., 2021),
SGTS-ASQE (Zhu et al., 2023), One-ASQP (Zhou
et al., 2023). 2) Generative methods: ChatGPT
(Xu et al., 2023), Paraphrase (Zhang et al., 2021a),
Seq2path (Mao et al., 2022), GAS (Zhang et al.,
2021b), ILO/DLO (Hu et al., 2022), SS-UAUL
(Hu et al., 2023), MvP (Gou et al., 2023). 3) Data
augmentation: ADA (Zhang et al., 2024a), MUL-
ST-Scorer (Zhang et al., 2024b). The details about
baselines are elaborated in the Related Works.

5.3 Main Results
The main results are reported in Table 2. Overall,
our model achieves superior performance over all

4https://github.com/NUSTM/ACOS
5https://github.com/IsakZhang/ABSA-QUAD

state-of-the-art baselines under the F1 scores.
Specifically, we have the following observations:

(1) End-to-end methods achieve more significant
improvements than the pipeline method Extract-
Classify, as the former establishes the correlations
between subtasks by jointly training them to allevi-
ate the error propagation problem. (2) Compared
with generative methods, our model significantly
improves F1 scores by an average of 3.63% and
5.18% on Laptop and Rest, and achieves impres-
sive increase by an average of 4.0% and 5.89% on
Rest15 and Rest16. Because generative methods
overlook the reciprocity among the sentiment ele-
ments. (3) Our model exceeds data augmentation
methods by an average of 1.0%~2.82% F1 scores.
This improvement is attributed to that our model
considers the higher-order interactions between
sentiment elements. (4) Note that our model out-
performs table-filling based methods SGTS-ASQE
and One-ASQP by a large margin. We suppose
the reason is that our unified grid tagging scheme
can simultaneously tackle the situation where a
sentence with multiple implicit expressions. Be-
sides, our model leverages syntactic and semantic
linguistic features to enhance word-pair relations.

5.4 Ablation study

To verify the effectiveness of different modules in
our model and the rationality of using different
linguistic features, we conduct an ablation study
and the experimental results are shown in Table 3.

Specifically, for module ablation, w/o AGDC
denotes we remove the adaptive graph diffusion
convolution module and achieves the dropping per-
formance with decreasing 3.53% F1 scores on aver-

https://github.com/NUSTM/ACOS
https://github.com/IsakZhang/ABSA-QUAD


4004

Model Laptop Rest Rest15 Rest16
Full model 47.28 64.68 52.59 65.10

w/o AGDC 43.55 60.71 49.37 61.92
w/o CLN 44.69 61.97 50.43 62.47
w/o Triaffine 45.81 63.02 51.24 63.42
w/o AMR 42.60 59.83 47.68 60.19
w/o Syn 41.53 60.14 46.91 60.21
w/o Syn+AMR 39.68 56.52 43.82 56.43

Table 3: Ablation study (average F1 reported).

age, suggesting the AGDC is necessary to construct
the direct connection between explicit and implicit
sentiment elements, as the syntactic dependency
tree and the AMR graph only reveal the interac-
tion between explicit sentiment element. w/o CLN
means that we remove the conditional layer normal-
ization but resulting in an average decline of 2.52%
on F1 scores, which signifies the CLN can effec-
tively refine the mutual indication effect between
aspect-opinion pairs, as aspects provide aspect cat-
egory information for opinions and conversely con-
vey sentiment polarity information. w/o Triaffine
indicates we simply concatenate the syntactic and
semantic aware word-pair representations without
using the triaffine mechanism and obtain 1.54%
F1 scores degradation. Thus, it fails to align and
integrate heterogeneous word-pair relations to cap-
ture higher-order interactions between sentiment
elements. Overall, each module contributes to the
entire performance on ASQP task.

In addition, we also conduct linguistic feature
ablation to verify the role of the syntactic depen-
dency tree and AMR graph. From the experimental
results, we can conclude that these linguistic fea-
tures play an indispensable role in complementing
the word-pair representations from syntactic and
semantic views, thereby enhancing the association
between sentiment elements.

5.5 Experiment on Different Quadruplets

As mentioned in the data statistics, there exists a
large percentage of reviews containing implicit as-
pects or opinions. Following Cai et al. (2021), we
conduct the experiment on different types of senti-
ment quadruplets to verify the effectiveness of our
model in tackling these cases. The experimental
results are shown in Table 4.

Overall, we can conclude that our model sig-
nificantly outperforms all baselines under dif-
ferent cases. Specifically, the pipeline method
Extract-Classify achieves limited performance as it
first obtains aspect-opinion pairs and then assigns

Dataset Model Quadruplet types
EA&EO IA&EO EA&IO IA&IO

Laptop

Extract-Classify 35.39 39.00 16.82 18.58
SGTS-ASQE 36.58 52.45 17.24 14.62
One-ASQP 44.40 53.50 26.70 NA
Paraphrase 45.70 51.00 33.00 39.60

Ours 50.74 57.29 36.82 43.50

Rest

Extract-Classify 44.96 34.66 23.86 33.70
SGTS-ASQE 56.02 39.59 11.08 29.61
One-ASQP 66.30 64.20 31.10 NA
Paraphrase 65.40 53.30 45.60 49.20

Ours 69.81 60.13 47.52 52.65

Table 4: Test F1 scores (%) with explicit/implicit as-
pects and opinions on benchmark Cai et al. (2021). We
compare baselines that have conducted this experiment.

category-sentiment labels, which overlooks the cor-
relation between subtasks. Our model improves
F1 scores by a large margin compared with tag-
ging based methods SGTS-ASQE and One-ASQP,
as their tagging scheme cannot tackle the situa-
tion where a sentence with multiple implicit ex-
pressions. Our model also exceeds the generative
method Paraphrase with a significant improvement.
We suppose the reason that our model based on the
unified grid tagging scheme can effectively con-
struct associations between explicit and implicit
sentiment elements with syntactic and semantic
linguistic features enhancement.

5.6 Case Study

A case study is illustrated in Table 5. Specifically,
Extract-Classify only correctly extracts a quadru-
plet as it first obtains aspects and opinions and
then pairs them to assign category-sentiment la-
bels, thus leading to the error propagation problem.
For MvP and MUL-ST-Scorer, they struggle to
extract the quadruplets with implicit expression.
We reckon these models are constrained in captur-
ing reciprocity between sentiment elements. For
One-ASQP, although achieving promising results,
it cannot solve the case of the implicit aspect with
implicit opinion due to the limitation of the tagging
scheme. In contrast, our model based on the unified
grid tagging scheme can effectively construct asso-
ciations between sentiment elements with syntactic
and semantic linguistic features enhancement.

5.7 Impact of the AGDC module

To intuitively reflect the impact of the adaptive
graph diffusion convolution (AGDC) network, as
shown in Figure 4, we further visualize word-pair
representations of the syntactic dependency tree
and AMR graph to compare the differences before
and after the module operation.
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Example Expensive except cheese bread but nice service,
I will go again.

Ground truth

(null, food#prices, expensive, negative)
(cheese bread, food#prices, null, positive)
(service, service#general, nice, positive)
(null, restaurant#general, null, positive)

Extract-Classify
(cheese bread, food#prices, expensive, negative) ✗

(service, service#general, nice, positive) ✓

() ✗, () ✗

MvP
(null, food#prices, expensive, negative) ✓

(bread, food#quality, nice, positive) ✗

() ✗, () ✗

One-ASQP

(null, food#prices, expensive, negative) ✓

(cheese bread, food#prices, null, positive) ✓

(service, service#general, nice, positive) ✓

() ✗

MUL-ST-Scorer
(cheese bread, food#prices, null, positive)✓
(service, service#general, nice, positive)✓

() ✗, () ✗

Ours

(null, food#prices, expensive, negative) ✓

(cheese bread, food#prices, null, positive) ✓

(service, service#general, nice, positive) ✓

(null, restaurant#general, null, positive) ✓

Table 5: Case study. Marker ✓ and ✗ denotes correct
and incorrect prediction.

Specifically, we illustrate the sampled sentence
"Tasty but noisy place" containing three sentiment
quadruplets, i.e., (null, food#quality, Tasty, posi-
tive), (place, ambience#general, noisy, negative)
and (null, restaurant#general, null, negative). Note
that we utilize the unified grid tagging scheme by
adding two special tokens [CLS] and [SEP] to rep-
resent the potential implicit aspect and opinion.
From the visualization we can observe that the
initialized word-pair representations of syntactic
and semantic structure only construct the associa-
tions between explicit sentiment elements. After
the AGDC operation, it establishes the interactions
between explicit and implicit sentiment elements,
which is crucial for extracting sentiment quadru-
plets with implicit expressions.

6 Conclusion

In this paper, we propose a simple yet effective
unified grid tagging scheme to formulate the ASQP
task as a unified table-filling task to model word-
pair relations, with two special tokens to represent
potential implicit aspects and opinions. Based on
this, we leverage the syntactic dependency tree and
AMR graph to enrich the association between senti-
ment elements. To exploit these linguistic features,
we first introduce the adaptive graph diffusion con-
volution network to construct the direct connection
between explicit and implicit sentiment elements.
Then we employ the conditional layer normaliza-
tion to refine the mutual indication effect between
aspect and opinion terms. Finally, we utilize the

Figure 4: Visualization of syntactic dependency tree and
AMR graph after the adaptive graph diffusion convolu-
tion (AGDC) operation.

triaffine mechanism to align and aggregate hetero-
geneous word-pair relations to capture higher-order
interactions between sentiment elements. Exper-
imental results on benchmark datasets reveal the
effectiveness and robustness of our model, which
consistently outperforms existing methods.

Limitations

While our model based on the unified grid tagging
scheme achieves promising performance, it also
suffers from the following limitations:

• Due to the superiority of the unified grid tag-
ging scheme, it can simultaneously solve sub-
tasks such as aspect term extraction, opinion
term extraction, aspect-opinion pair extrac-
tion, and aspect sentiment triplet extraction
without any modifications. These subtasks are
the composition of the aspect sentiment quad
prediction task and contribute to the extrac-
tion of sentiment elements. Thus, exploring
multi-task learning for training in conjunction
with these subtasks is the potential direction
for improvement.

• The implementation of our approach requires
the information derived from the syntactic
dependency tree and AMR graph, which af-
fected by the parsing quality of the corre-
sponding parsing toolkit. The good news is
that the spaCy toolkit has proven its effective-
ness in parsing syntactic dependency trees and
AMR graphs, thus we can utilize the toolkit
to support our research work.
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A Appendix

A.1 Dataset Statistics
Table 7 presents the data statistics of four bench-
mark datasets for the ASQP task. To ensure fair-
ness, we follow the experimental setting in Cai
et al. (2021) and Zhang et al. (2021a) to divide the
original datasets into the training, development and
testing sets.

A.2 Implementation Details
We utilize the DeBERTa-V3-base6 as the backbone
for our model. During training, we set the num-
ber of training epochs to 100 with dropout rate of
0.5 and the batch size to 16. AdamW optimizer
(Loshchilov et al., 2017) is used with a learning rate
of 2e-5 for DeBERTa fine-tuning and 1e-3 for the
other trainable parameters. For the AGDC module,
the dimension of node feature is set to 300 and the
trainable neighborhood radius t is initialized to 5.0
for each word. For the focal loss, αt is 1.0 for "N"
tag and 2.0 for other sentiment-related tags. The

6https://huggingface.co/microsoft/deberta-v3-base

Task Laptop Rest Rest15 Rest16
ATE 83.55 87.82 84.36 85.30
OTE 83.02 86.61 83.84 86.76

AOPE 70.96 77.18 71.41 75.19
ASTE 64.10 71.54 67.05 71.39

Table 6: Test F1 scores (%) on several subtasks.

focusing parameter β is set to 2.0. For each dataset,
we select the model with the best F1 scores on the
development set and report the average results of
five runs with different random seeds. Our model
contains around 206M trainable parameters trained
on a single NVIDIA A100 GPU with CUDA 11.0
and PyTorch 1.7.1, and the average runtime is about
0.9 seconds per batch.

A.3 Experiments on Subtasks
To further demonstrate the effectiveness of our
model based on our proposed unified grid tagging
scheme, we conduct experiments on four subtasks
of the ASQP, i.e., aspect term extraction (ATE),
opinion term extraction (OTE), aspect-opinion pair
extraction (AOPE) and aspect sentiment triplet
extraction (ASTE). The experimental results are
shown in Table 6. Note that our method can simul-
taneously tackle these subtasks without additional
modifications when addressing the ASQP task.

Specifically, we observe that our model achieves
promising results on these subtasks. We suppose
the reason that our unified grid tagging scheme can
effectively construct the associations between sen-
timent elements by modeling word-pair relations.
Furthermore, we can find that the extraction perfor-
mance decreases on a more complex subtask with
the increase of sentiment elements as it causes the
increasing probability of mismatching and missing
sentiment elements.

A.4 Potential Practical Applications
The time complexity of our model is quadratic rela-
tive to the input data. The primary source temporal
overhead in our model stems from two aspects, one
is the transformer’s attention operations and the
other is the inefficiency of the matrix exponential
calculation using in adaptive graph diffusion con-
volution module. For the second aspect, we can
utilize the torch.linalg.matrix_exp() function
to speed up the operation by upgrading PyTorch to
version 1.9 or above.

As for space complexity, our model takes up an
additional parameter space occupation owing to the
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Dataset #S #Q #C #POS #NEU #NEG EA&EO EA&IO IA&EO IA&IO

Laptop
Train 2934 4172

121
2583 227 1362 2343 895 681 253

Dev 326 440 279 24 137 259 93 65 23
Test 816 1161 716 65 380 673 253 169 66

Rest
Train 1530 2484

13
1656 95 733 1662 215 374 233

Dev 171 261 180 12 69 173 28 34 26
Test 583 916 667 44 205 596 107 122 91

Rest15
Train 834 1354

13
1005 34 315 1082 - 272 -

Dev 209 347 252 14 81 287 - 60 -
Test 537 795 453 37 305 577 - 218 -

Rest16
Train 1264 1989

13
1369 62 558 1543 - 446 -

Dev 316 507 341 23 143 403 - 104 -
Test 544 799 583 40 176 620 - 179 -

Table 7: Statistics for different datasets. #S, #Q and #C mean the total number of sentences, quadruplets and aspect
categories. #POS, #NEU and #NEG denote the number of positive, neutral and negative sentiment quadruplets
respectively. EA, EO, IA and IO denote explicit aspect, explicit opinion, implicit aspect and implicit opinion.

word-pair relations construction, which is notably
minor when compared to the parameter size of the
pre-trained model.

Based on the above description, our model
demonstrates the commendable scalability for prac-
tical applications.
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