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Abstract

Sentence ordering is the task of rearranging a
set of unordered sentences into a coherent and
logically consistent sequence. Recent work has
primarily used pre-trained language models,
achieving significant success in the task. How-
ever, existing sentence ordering corpora are
predominantly in English, and comprehensive
benchmark datasets for non-English languages
are unavailable. Meanwhile, current datasets
often insert specific markers into paragraphs,
inadvertently making the logical sequence be-
tween sentences more apparent and reducing
the models’ ability to handle genuinely un-
ordered sentences in real applications. To ad-
dress these limitations, we develop C3LRSO, a
high-quality Chinese sentence ordering dataset
that overcomes the aforementioned shortcom-
ings by providing genuinely unordered sen-
tences without artificial segmentation cues. Fur-
thermore, given the outstanding performance
of large language models on NLP tasks, we
evaluate these models on our dataset for this
task. Additionally, we propose a simple yet
effective parameter-free approach that outper-
forms existing methods on this task. Experi-
ments demonstrate the challenging nature of
the dataset and the strong performance of our
proposed method. These findings highlight the
potential for further research in sentence order-
ing and the development of more robust lan-
guage models. Our dataset is freely available
at https://github.com/JasonGuo1/C3LRSO.

1 Introduction

Semantic coherence is necessary for text readabil-
ity, accurate semantic expression, and effective in-
formation transmission. The sentence ordering task
(Barzilay and Lapata, 2008) aims to reconstruct a
coherent paragraph from a set of unordered sen-
tences and has been shown to improve coherence
in various NLP tasks, including multi-document
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summarization (Barzilay and Elhadad, 2002; Nal-
lapati et al., 2017), conversational analysis (Zeng
et al., 2018) and text generation (Konstas and La-
pata, 2013; Holtzman et al., 2018). This task is
crucial for assessing the machine’s understanding
of causal and temporal relationships. To achieve
this goal, it is essential to ensure that the seman-
tic and logical relationships between sentences are
accurate, as their correctness significantly impacts
the readability of the ordering results.

Early research on sentence ordering primarily
employed probabilistic transition models and rule-
based models, such as Hidden Markov Models
(HMM), entity and content models. These methods
often relied on manually crafted features (Lapata,
2003; Barzilay and Lee, 2004; Barzilay and Lap-
ata, 2008). Despite their complexity, these designs
required significant manual effort and time, neces-
sitated expert knowledge, and were challenging to
generalize to other contexts. In recent years, in-
spired by the advent of pre-trained language mod-
els in deep learning, various approaches based on
pre-trained language models have been proposed,
achieving remarkable success in the sentence order-
ing task(Cui et al., 2020; Chowdhury et al., 2021;
Jia et al., 2023).

Despite progress in this task, the lack of appro-
priate language resources has hindered further re-
search momentum. Currently, existing sentence
ordering datasets are primarily in English (Chen
et al., 2016; Yin et al., 2019; Wang and Wan, 2019),
and there is no comprehensive benchmark dataset
for Chinese. Additionally, current sentence order-
ing datasets are often created by inserting specific
markers into existing paragraphs to segment them,
making the logical order between sentences too ap-
parent. This approach may cause models to learn
only superficial logical relationships, which could
weaken their ability to handle genuinely unordered
sentences in real-world applications.

To address these challenges, we develop
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C3LRSO, a high-quality dataset specifically de-
signed for Chinese sentence ordering tasks. The
corpus is derived from real-world civil service ex-
ams, where candidates are required to reorder a
set of unordered sentences into coherent and logi-
cal paragraphs by analyzing their logical relation-
ships and content coherence. The dataset covers
a wide variety of topics, such as culture, science,
society, and the economy. These contents are care-
fully crafted to reflect the complexity and depth
of the examination, ensuring that they effectively
test the model’s abilities in logical reasoning and
language expression. Unlike previous sentence or-
dering datasets, our proposed corpus provides a
higher level of challenge as it simulates real logical
reasoning and language processing scenarios.

Furthermore, we conduct benchmark evalua-
tion experiments on C3LRSO to assess the sen-
tence logical ordering capabilities of several large
pre-trained language models, validating both the
dataset’s quality and the models’ performance. In
addition to traditional benchmarks, our research
delves deeper into how well large language models
(LLMs) perform on the sentence ordering task. Re-
cent studies have highlighted LLMs’ remarkable
proficiency in various reasoning tasks (OpenAI,
2023; Wei et al., 2022), particularly their ability to
process long contexts and handle complex reason-
ing.

However, it remains uncertain how these mod-
els would fare in sentence ordering tasks without
any supervised training. To explore this, we evalu-
ate their performance on the challenging C3LRSO
dataset, which was specifically designed to test
logical coherence and sentence reordering. Addi-
tionally, we incorporate retrieval-augmented gen-
eration techniques, combining Chain-of-Thought
(CoT) prompting (Wei et al., 2022) with Retrieval-
Augmented Generation (RAG) (Lewis et al., 2020),
to enhance their reasoning performance.

To summarize, our contributions include:

• We introduce C3LRSO, the first comprehensive
Chinese dataset for sentence ordering. We con-
duct experiments on this dataset using traditional
methods, including BERSON(Cui et al., 2020),
RE-BART(Basu Roy Chowdhury et al., 2021).

• To the best of our knowledge, we for the first time
evaluate the performance of sentence ordering
task using LLMs in zero-shot settings.

• We propose a novel approach that combines

Retrieval-Augmented Generation (RAG) with
the Chain-of-Thought (CoT) methodology for
the task, aiming to mitigate the limitations of
large language models (LLMs) during inference.
The result outperforms those of direct prompting
LLMs and traditional models.

• The experimental results and analysis underscore
the challenging nature of our corpus, demonstrate
the potential of large language models (LLMs)
for sentence ordering, and reveal the limitations
of current methods.

2 Related Work

2.1 Sentence Ordering
The sentence ordering task involves taking a
set of potentially disordered sentences S =
{s1, s2, . . . , sn} as input. The goal is to determine
the optimal order O∗ = {o1, o2, . . . , on} that max-
imizes the global coherence of the reordered sen-
tence sequence SO∗ = {so1 , so2 , . . . , son}.

Early sentence ordering research attempted to
use probabilistic transition methods based on lin-
guistic features (Lapata, 2003), content models
(Barzilay and Lee, 2004), and entity-based meth-
ods (Barzilay and Lapata, 2008; Prabhumoye et al.,
2020). In recent years, neural network models have
been applied to the sentence ordering task, adopting
generative or ranking structures (Chen et al., 2016;
Gong et al., 2016; Kumar et al., 2020; Chowdhury
et al., 2021; Zhu et al., 2021a,b). Generative mod-
els treat sentence ordering as a sequence predic-
tion problem, exploring the relationship between
sentences and their positions to generate coherent
sentence sequences from a set of input sentences.
In the early stages, some encoder-decoder-based
approaches (Logeswaran et al., 2018) treated un-
ordered input sentences as permutation sequences
and encoded them sequentially. This sequential
modeling approach encodes erroneous sentence or-
der and sentence-level semantic logic, potentially
leading to the generation of incoherent paragraphs
by the decoder. Specifically, when using sequen-
tial modeling, different permutations of the same
paragraph may produce different paragraph repre-
sentations, resulting in different output sentence
orders, which is unreasonable and counter intu-
itive to human perception. To address this issue,
Cui et al. (2018) first proposed a deep attention-
based sentence ordering network that combines
self-attention mechanisms to learn reliable and con-
sistent paragraph representations. Wang and Wan
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Datasets Lg.
Content

Type
Content
Domain

Length
Statistics

Dataset
Split

Avg Max Train Val Test
NIPS Abstract En abstracts from conference papers single 6 15 2427 408 377
AAN Abstract En abstracts from research community single 5 20 8569 962 2626
NSF Abstract En abstracts from research awards single 8.9 40 96070 10185 21580
arXiv Abstract En abstracts of arxiv website single 5.38 35 884912 110614 110615

SIND En visual narrative multiple 5 5 40155 4990 5055
ROCStory En short stories multiple 5 5 78529 9816 9817
Accidents En narratives from accident database multiple 11.5 19 100 - 100

Earthquakes En earthquakes articles single 10.4 32 100 - 99
C3LRSO (Ours) Zh Chinese civil servant examination questions multiple 19.53 82 976 100 100

Table 1: Comparison between our dataset and other datasets. Lg. denotes language: En for English and Zh for
Chinese.

(2019) proposed a novel hierarchical attention net-
work that captures word clues and dependencies
between sentences.

Recent works are mostly based on pre-trained
language models. Cui et al. (2020) proposed
BERSON, which combines a BERT enhanced hi-
erarchical relational sentence encoder and a self-
attention based paragraph encoder. This architec-
ture helps capture global dependencies between
sentences while also encoding each individual sen-
tence. Yin et al. (2019) used a sentence-entity
graph to represent paragraphs. Also, a graph re-
current network is employed to recursively per-
form semantic transformations between connected
nodes, enabling the model to effectively handle
long-distance dependencies and aggregate seman-
tic information at the paragraph level. Prabhu-
moye et al. (2020) used topological sort to find
the correct order of the sentences in a document.
It utilizes a classifier to predict relative order con-
straints between sentences and enhances this pro-
cess with a BERT model to improve document
coherence. Basu Roy Chowdhury et al. (2021)
utilized BART to formalize the task as a condi-
tional text-to-marker generation problem. Lai et al.
(2021) proposed an iterative pair-wise ranking pre-
diction framework, which enhances graph represen-
tation by iteratively predicting the order between
pairs of sentences, thereby facilitating the gener-
ation of well-ordered sentences. In addition, Bin
et al. (2023) proposed NAON, which employs a
non-autoregressive decoder, thereby addressing the
limitations of traditional autoregressive methods by
leveraging bilateral dependencies and enabling par-
allel sentence prediction. Jia et al. (2023) enhanced
pair-wise ranking-based and sequence generation-
based methods by plugging a coherence verifier.
This approach does not alter the parameters of the

baseline model but instead verifies the coherence
of the candidate rankings generated by the baseline
model and re-ranks by beam search.

2.2 Sentence Ordering Datasets

We have meticulously reviewed the existing sen-
tence ordering datasets, as presented in Table 1.
Most previous sentence ordering corpora can be
grouped into two categories by content domain.
Prior studies (Yin et al.; Chen et al., 2016; Lo-
geswaran et al., 2018) are primarily centered on
abstracts limited to a single content domain (scien-
tific papers). Other works based on narratives and
stories (Huang et al., 2016; Wang and Wan, 2019)
encompass multiple domains.

We observed that most of them are predomi-
nantly in English and relevant non-English datasets
are scarce. Chinese sentence ordering datasets are
unavailable, particularly multi-domain ones. Be-
sides, existing sentence ordering datasets are domi-
nantly written language instead of expert-designed
exam questions. Thus, our proposed C3LRSO from
real examination could be a valuable supplement
for sentence ordering tasks and language reasoning
tasks.

3 C3LRSO Dataset

3.1 Data Source

Having reviewed existing corpora, we determine
to construct a new dataset that adapts to the re-
quirements. To this end, we introduce C3LRSO
(Chinese Corpus for Complex Logical Reasoning
in Sentence Ordering), a corpus that features com-
plex sentence ordering in Chinese. The dataset is
sourced from real-world Chinese civil servant ex-
amination questions for several reasons: (1) These
questions cover a wide range of domains, includ-
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Example
①这其中一脉相承地贯穿了中国传统山水文化的精神和理念，体现了天人合一的历史文化的延续性。
This consistently carries the spirit and philosophy of traditional Chinese landscape culture, reflecting
the continuity of the historical and cultural concept of harmony between human and nature.
②主要原因在于历史上的杭州人将传统山水文化的理念和西湖的治理融合在一起，并将这种融合
延续下来。两者缺一不可。
The main reason lies in the historical fact that the people of Hangzhou integrated the philosophy of
traditional landscape culture with the governance of West Lake and have continued this integration.
Both elements are indispensable.
③中国拥有湖泊的城市很多，但为什么城市发展与景观和谐并存的鲜而有之，而尤以杭州与西湖
这一例凸显了出来?
China has many cities with lakes, but why is it so rare to see urban development coexisting harmoniously
with the landscape, with Hangzhou and West Lake standing out as a prime example?
④这种天人合一的延续性，是中国其他城市普遍缺失的。
This continuity of harmony between human and nature is something that is generally lacking in other
Chinese cities.
⑤我们翻阅西湖的历史，那就是一部保护与治理的历史，就是城市建设与景观建设相辅相成的历史。
When we look back at the history of West Lake, it is a history of protection and governance, a history
where urban development and landscape construction have complemented each other.
The correct order of the five sentences is:
Answer：⑤①④③②

Table 2: A simplified example of C3LRSO. In the first five pairs of sentences, the former is the original Chinese
question text, and the latter is its English machine translation output. The last line shows the correct order of these
five sentences.

ing but not limited to economics, law, and culture,
making them ideal for evaluating the model’s abil-
ity to order sentences across different fields; (2)
Civil service exam questions are known for their
intricate text structures and strict logic, which are
essential for testing the model’s capability in pro-
ducing coherent and logically structured text; (3)
The sentences in these questions require not only an
understanding of individual sentence meanings but
also recognizing the interrelationships between sen-
tences and the overall coherence of the text. Such
attributes ensure that this dataset provides a high
standard for assessing the model’s performance in
text generation and logical reasoning. Ultimately,
using this challenging corpus offers a more precise
assessment of a model’s strengths and weaknesses
in managing complex text.

The construction of the dataset follows a three-
stage process: data collection, format verification,
and quality control. Initially, we gathered sentence
ordering questions from publicly available Chinese
civil service exam resources. Next, Python scripts
were used to clean the data, eliminating any is-
sues with incorrect Chinese characters, incomplete
content, or wrong answers. This was followed by
manual corrections. Lastly, the dataset was con-
verted into a structured JSON format, ensuring the

quality of questions.

3.2 Data Collection

A pilot screening on publicly accessible data re-
veals that numerous websites share exam questions,
so we alternatively utilize material from authori-
tative websites as our primary sources. We devel-
oped Python scripts to automate the extraction of
the questions and their corresponding correct an-
swers from the raw web pages. These scripts also
performed preliminary cleaning tasks, such as re-
moving any HTML tags, normalizing the encoding
to UTF-8, and converting non-standard number-
ing formats to standardized circled numbers (e.g.,
converting ’1.’, ’(1)’ to ’①’). The data collection
process was conducted over a one-month period,
employing web scraping tools to automate the ex-
traction of questions from selected sources. We
removed a few questions that contained sensitive
content and corrected the erroneous answers to two
questions after comparing them with multiple au-
thoritative sources. We collected a total of 1,203
questions, all in Mandarin Chinese. After a care-
ful filtering process (see section 3.3), we finally
obtained 1,176 unordered paragraphs (questions)
across 8 content domains: Economy, Entertain-
ment, Culture, Law, Health, Science, Education,
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Figure 1: Illustration of our pipeline.

and Philosophy. Each question consists of a few
sentences in random order (ranging from 4 to 7 typ-
ically). Each sentence is assigned a sequential num-
ber for ordering purposes. It is worth mentioning
that since these questions have been designed by
experts and tested by candidates, they are already
very scientific, comprehensive, and challenging, re-
quiring no extra automated or manual annotation.
Nevertheless, we manually inspected each question
to ensure its quality, confirming that the content of
the questions complies with standards, contains no
typographical errors, and has correct answers.

3.3 Quality Control

To ensure the quality of the dataset, we filtered
out questions according to the following criteria:
(1) We drop questions that lack complete sentence
content; (2) Any question without sequence num-
ber is discarded because the sentences need to be
distinguished by numbers; For non-standard num-
bers, we standardize them to corresponding circled
numbers, e.g. ①,②; (3) Content that is unrea-
sonable or not based on actual questions is also
neglected. This process also includes removing
duplicate questions, excluding incomplete sentence
sets. Moreover, questions containing politically
sensitive topics, personal information, or culturally
insensitive material were excluded to maintain eth-
ical standards and ensure the dataset’s suitability
for diverse applications.

A team of native Chinese teachers with expertise
in language processing conducted manual reviews.
They meticulously checked each question for gram-
matical accuracy, logical coherence, and relevance
to ensure high-quality standards. Subsequently, we
standardized the dataset format, utilizing JSON file
format to facilitate readability and usability. Even-
tually, we obtained a fully standardized dataset, as
illustrated in Table 2.

3.4 Dataset Statistics

The comparison of multiple corpora is presented in
Table 1. As for the data split, there are 976 ques-
tions designated for training, 100 for validation,
and 100 for testing. Length statistics represent the
average and maximum number of words per clause.
The statistics are based on English words for all
corpora in the table except for our work. Since our
dataset consists of Chinese text, we need to count
the number of Chinese words. Hence, we used the
PKUSEG package (Luo et al., 2019) to tokenize
the clauses and calculate the mean and max word
counts. It is worth noting that the clauses in our
dataset contain a wider variety of Chinese words
and cover a wide range of topics, which is more
conducive to evaluating the model’s performance
in the sentence ordering task.
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4 The Proposed Method

With the collected dataset, we propose an LLM-
based method to perform sentence ordering on
C3LRSO. In this setting, we design this method
to rely solely on LLMs to find the answer, and
it performs better than direct prompting. Our ap-
proach is based on Retrieval-Augmented Genera-
tion (RAG) (Gao et al., 2022), which can conduct
precise dense retrieval. We first apply it to sen-
tence ordering. More specifically, we first apply the
Chain-of-Thought (CoT) (Wei et al., 2022) to break
down common solutions solving the sentence or-
dering problem, followed by the application of our
Retrieval-Augmented Generation (RAG) pipeline.

The complete process is illustrated in Figure 1.
First, we input general problem-solving techniques
for sentence ordering into a large language model
(LLM) to generate a Chain-of-Thought (CoT) ex-
planation, which is then converted into vectors and
stored in a Chroma vector database. Next, for each
problem, we use the HyDE method (Gao et al.,
2022) to prompt the LLM to generate a problem-
solving approach. This approach is utilized to re-
trieve CoT content from the vector database. Fi-
nally, the model combines the problem with this
Chain-of-Thought as input, performs reasoning,
and generates the final numbered answer.

This method enhances the model’s reasoning
ability because only by producing more reasonable
reasoning sentences can the LLM retrieve more use-
ful explanatory information. It alleviates the hallu-
cination problem often encountered when directly
asking the model to output answers. The additional
CoT explanations provide clearer assistance for the
model’s reasoning, leading to more logical order-
ing and ensuring that the model’s thinking is more
aligned with the original problem. This approach
also tests the summarization and inductive capabil-
ities of the LLM used for generating explanations.

The utilization of CoT explanations helps struc-
ture the reasoning process, making it easier for the
model to follow logical steps and generate coher-
ent answers. The method ensures that the model’s
reasoning process stays closely aligned with the
original question, enhancing the relevance and cor-
rectness of the answers.

As previously mentioned, our pipeline consists
of two stages. We have designed corresponding
prompt templates for each stage to achieve the ex-
perimental objectives. Specifically, illustrated in
Table 3 and Table 6. Additionally, we also pro-

vide a template for direct prompting method with
Chinese prompts and their English translations, as
presented in Table 4.

5 Experiments

5.1 Experimental Settings

Models In our experiment, we first examine the
performance of BERSON (Cui et al., 2020) and
RE-BART (Basu Roy Chowdhury et al., 2021) on
our dataset. Second, we evaluate the effectiveness
of LLMs in direct prompting on the sentence or-
dering task without any fine-tuning. To accom-
plish this, we evaluate ChatGPT (GPT-3.5 Turbo,
GPT-4 Turbo, GPT-4o) from OpenAI (OpenAI,
2023), ERNIE-3.5-8K from the ERNIE model fam-
ily, GLM4 from the GLM model family, as well as
iFLYTEK Spark3.5 from the Spark model family.

Overall, experiments are conducted using tradi-
tional methods, direct prompting, and RAG-based
prompting. Following that, we apply the afore-
mentioned method to enhance the performance of
LLMs.
Metrics To evaluate the sentence ordering task,
we use PMR (Perfect Match Ratio), ACC (Accu-
racy), and Kendall’sτas the metrics. PMR is used
to calculate the accuracy of exact matches at the
paragraph level. It measures whether the entire
predicted sequence is completely consistent with
the true (gold standard) sequence. It is one of the
strictest evaluation metrics for calculating the accu-
racy of exact matches at the paragraph level. ACC
calculates the accuracy of absolute position predic-
tion at the sentence level, focusing on whether each
sentence is placed in its correct position. Kendall’s
τmeasures the relative order of all sentence pairs
in the predicted paragraph, considering the relative
positional relationship of all sentence pairs in the
predicted sequence.

5.2 Results

Table 5 shows the performance of traditional mod-
els, 6 LLMs, and LLMs using our method on our
proposed dataset. The labels in our dataset are
correctly ordered numerical sequences. Overall,
both BERSON and RE-BART perform decently
in the standard setting, surpassing direct prompt-
ing LLMs on most metrics. In our experiments,
the BERSON method utilizes the bert-base-chinese
pre-trained model. We set the batch size to 4 and
the learning rate to 5e-5, training the model for a
total of 20 epochs. For the RE-BART method, we
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RAG Prompts Template Stage 1 (中文) RAG Prompts Template Stage 1 (English)

请对句子排序题目生成通用的逐步的解题思路和解题技巧：
Please create a step-by-step common reasoning approach and techniques for
solving the sentence ordering question:

题目内容：（具体题目） Question Content: (Specific question)
①这其中一脉相承地. . . . . . ①Among these, there is a continuous lineage that. . .
②主要原因在于历史上的杭州人. . . . . . ②The main reason lies in the historical residents of Hangzhou. . .
③中国拥有湖泊的城市很多. . . . . . ③There are many cities in China that have lakes. . .
④这种天人合一的延续性. . . . . . ④This continuity of the harmony between nature and humanity. . .
⑤我们翻阅西湖的历史. . . . . . ⑤When we leaf through the history of West Lake. . .
本题解题思路：首先. . . . . . Solution approach for this question: First, ...

Table 3: An example of the Stage 1 RAG prompts template, featuring Chinese prompts and their English translations,
where the content inside parentheses is intended to be filled in.

Direct Prompts Template (中文)
请根据以下无序的句子，将它们重新排列，组
成一篇逻辑连贯、通顺完整的短文。请给出正
确的句子编号顺序（例如：②③①④）。
题目：（题目内容）
回答：

Direct Prompts Template (English)
Please rearrange the following unordered sentences
to form a logically coherent and smoothly flowing
short paragraph.
Please provide the correct sentence number se-
quence (e.g.,②③①④).
Question: (Content)
Answer:

Table 4: Direct prompts template example with Chinese
prompts and their English translation. The content in-
side parentheses is intended to be filled in.

Method ACC ↑ PMR ↑ τ ↑
Traditional Methods

BERSON 0.494 0.28 0.567
RE-BART 0.343 0.16 0.237

Direct Prompting
GLM4 0.220 0.02 0.130
GPT-3.5 Turbo 0.255 0.03 0.031
GPT-4 Turbo 0.386 0.12 0.187
GPT-4o 0.235 0.03 0.159
iFLYTEK Spark3.5 0.368 0.10 0.111
ERNIE-3.5-8K 0.412 0.13 0.238

w/ RAG
GLM4+ 0.524 0.32 0.367
GPT-3.5 Turbo+ 0.363 0.10 0.170
GPT-4 Turbo+ 0.570 0.36 0.571
GPT-4o+ 0.426 0.25 0.408
iFLYTEK Spark3.5+ 0.553 0.32 0.329
ERNIE-3.5-8K+ 0.408 0.14 0.242

Table 5: Experimental Results. The best metrics are
highlighted in bold. The reported results are based on
the versions of the APIs and the C3LRSO corpus as of
May 15, 2024.

employ the bart-large-chinese pre-trained model,
maintaining the same batch size of 4 and learn-
ing rate of 5e-5, with training conducted over 20
epochs. All experiments were performed using a
single Tesla V100 GPU. All APIs are called using
official links. Finally, BERSON outperformed all
direct prompting LLMs on all three metrics. RE-
BART outperformed the majority of direct prompt-
ing methods in PMR andτmetrics and surpassed
GLM4, GPT-3.5-turbo, and GPT-4 on ACC. Based
on the results, we found that traditional models still
have a significant advantage over direct prompt-
ing large language models in the sentence ordering
task.

Comparing RAG models and direct prompting
LLMs, we noticed that our method significantly
improved the performance of the corresponding
models. Among them, GPT-4-Turbo performed the
best, achieving the state-of-the-art performance in
sentence ordering on our dataset. This indicates
that our method significantly enhances the reason-
ing ability and performance in sentence ordering
tasks for large language models.

6 Conclusion

This paper addresses two key, under-explored chal-
lenges in sentence ordering datasets. First, exist-
ing datasets often insert markers to segment para-
graphs, making sentence relationships overly ex-
plicit and limiting models’ ability to handle gen-
uinely unordered sentences in real-world scenarios.
Second, there is a notable lack of non-English sen-
tence ordering datasets, particularly for Chinese.
To tackle these issues, we created C3LRSO, a novel
Chinese sentence ordering dataset, and proposed
a method based on Retrieval-Augmented Genera-
tion and Chain-of-Thought reasoning. In addition,
we conducted a comprehensive evaluation of both
large language models and traditional models, pro-
viding detailed analyses. For future work, we aim
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RAG Prompts Template Stage 2 (中文) RAG Prompts Template Stage 2 (English)

以下是一些关于句子排序的一般解题思路，可供参考：
Below are some general strategies for sentence
ordering that you may refer to:

（检索到的思维链内容） (Retrieved chain-of-thought content)
请根据题目，结合上述解题思路， Please, based on the question and the above strategies,

将它们重新排列，组成一篇逻辑连贯、通顺完整的短文。
rearrange them to form a logically coherent and smoothly
flowing short paragraph.

请给出正确的句子编号顺序（例如：②③①④）
Please provide the correct sentence number sequence
(e.g.,②③①④)

题目：（题目内容） Question: (Content)
回答： Answer:

Table 6: An example of the Stage 2 RAG prompts template, featuring Chinese prompts and their English translations,
where the content inside parentheses is intended to be filled in.

to further augment the dataset and explore architec-
tures better suited for the sentence ordering task.

Limitations

We plan to expand the dataset in future. Addition-
ally, in all zero-shot and few-shot experiments, we
utilized identical prompts across all models. How-
ever, prompt selection is of significant importance
for large language models. We plan to utilize a
greater variety of prompts and prompt engineer-
ing techniques in future experiments on carefully
curated datasets.

Ethics Considerations

All data used in this study are publicly available
and were obtained from open source platforms. We
have adhered to all relevant policies and guidelines
to ensure that our use of these data does not in-
fringe upon any copyright or intellectual property
rights. Our corpus developed in this study is in-
tended solely for academic research purposes. The
questions in the dataset inherently have correct an-
swers. The manual review and human evaluation
were carried out by members of our research group
in collaboration.
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A Dataset Construction Details

We selected real-world Chinese civil service ex-
amination questions as our primary source for the
following reasons: (1) Covering various fields such
as economics, law, and culture, these questions
allow for testing the model’s ability to order sen-
tences across different domains; (2) Civil service
exam questions typically feature more complex text
structures and rigorous logic, making them ideal
for testing whether models better understand and
generate structured and logical texts; (3) Such sen-
tences require the model to not only understand the
meaning of individual sentences but also to grasp
the relationships between them and the overall co-
herence of the text. This is crucial for enhancing
the model’s capabilities in text understanding and
generation. By using such challenging and high-
standard corpus to test and evaluate NLP models,
it is possible to more accurately identify the mod-
els’ strengths and weaknesses in handling complex
texts, thereby facilitating progress in this field.

The construction of our dataset consists of three
major stages: data collection, format verification,
and quality control. We first obtained sentence or-
dering questions and answers from authoritative
open-source websites sharing Chinese civil service
exam questions. Next, we employed Python scripts
to check the raw material to ensure there were no
incorrect Chinese characters, incomplete content,
or incorrect answers, followed by manual correc-
tion. Finally, we extracted and converted them into
JSON format. We also implemented several quality
control measures during the process to ensure the
dataset’s quality and reliability.

To construct a high-quality dataset suitable for
complex sentence ordering tasks in Chinese, we
initiated a comprehensive data collection process.
Initially, we conducted a pilot study to survey pub-
licly accessible data sources. We found that numer-
ous websites provide collections of Chinese civil
service examination questions, particularly focus-
ing on the language and comprehension sections,
which often include sentence ordering tasks.

To ensure the reliability and authority of our
dataset, we decided to source materials from rep-
utable and authoritative websites, such as official

educational platforms and well-recognized online
education providers. We compiled a preliminary
collection of 1,203 Mandarin Chinese sentence or-
dering questions.

Each question in our dataset comprises a set of
sentences presented in a random order. The number
of sentences per question varies, typically ranging
from four to seven. Each sentence is prefixed with
a sequentially increasing number (e.g.,①,②,③),
which serves as an identifier for ordering purposes.

These examination questions cover a diverse
range of domains, including Economics, Entertain-
ment, Culture, Law, Health, Science, Education,
Philosophy, and more. This diversity ensures that
our dataset can evaluate models’ abilities across
various topics and contexts.

Given that these questions are originally de-
signed by experts in the field and have been utilized
in actual civil service examinations, they inherently
possess a high level of complexity and logical rigor.
Therefore, they are well-suited for testing models’
capabilities in understanding and generating coher-
ent and logically structured texts without the need
for additional manual annotation or modification.

Following the initial data collection, we pro-
ceeded to preprocess the data. We developed
Python scripts to automate the extraction of the
questions and their corresponding correct answers
from the raw web pages. These scripts also per-
formed preliminary cleaning tasks, such as remov-
ing any HTML tags, normalizing the encoding to
UTF-8, and converting non-standard numbering
formats to standardized circled numbers (e.g., con-
verting ’1.’, ’(1)’, or ’一、’ to ’①’).

To ensure the high quality and usability of the
dataset, we implemented a multi-stage quality con-
trol process involving both automated and manual
verification steps.

Firstly, we applied automated scripts to check
for common data issues. The scripts scanned
the dataset to identify questions with missing sen-
tences, incomplete content, or incorrect Chinese
characters resulting from encoding errors. They
also verified that each sentence within a question
was properly numbered in sequential order.

Secondly, we performed manual reviews to
catch any issues that automated scripts might have
missed. A team of native Chinese speakers with
expertise in language processing carefully exam-
ined the dataset. They checked for grammatical
correctness, logical coherence, and overall quality
of the sentences.
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We applied the following specific criteria for fil-
tering: Completeness: Questions lacking complete
sentence content were removed. This ensured that
each question provided sufficient information for
the sentence ordering task.

Proper Numbering: Any question without se-
quence numbers or with incorrect numbering was
discarded. For questions with non-standard num-
bering, we standardized them to the corresponding
circled numbers (e.g.,①,②,③).

Content Reasonableness: Content that was un-
reasonable, nonsensical, or not based on actual
examination questions was excluded. This main-
tained the authenticity and relevance of the dataset.

Duplication Removal: Duplicate questions or
sentences were identified and removed to prevent
redundancy in the dataset.

Error Correction: For two questions, which in-
cluded typographical and grammatical errors, man-
ual corrections were made to ensure accuracy and
maintain the original meaning.

After the quality control process, we refined the
dataset to 1,176 high-quality unordered paragraphs
suitable for training and evaluating models on com-
plex sentence ordering tasks.

Additionally, we converted the finalized dataset
into a standardized JSON format to facilitate easy
integration with various machine learning frame-
works. Each JSON entry includes the unordered
sentences, their correct order, and metadata such as
the domain category.

Our dataset covers a broad range of topics, which
enhances its utility in evaluating models’ perfor-
mance in understanding and ordering sentences
across different domains. The diverse content
and complex structures of the sentences make the
C3LRSO dataset a valuable resource for advanc-
ing research in natural language processing tasks
related to text coherence and logical reasoning.


	Introduction
	Related Work
	Sentence Ordering
	Sentence Ordering Datasets

	C3LRSO Dataset
	Data Source
	Data Collection
	Quality Control
	Dataset Statistics

	The Proposed Method
	Experiments
	Experimental Settings
	Results

	Conclusion
	Dataset Construction Details

