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Abstract

Evaluating machine translation (MT) systems
for low-resource languages has long been a
challenge due to the limited availability of
evaluation metrics and resources. As a re-
sult, researchers in this space have relied pri-
marily on lexical-based metrics like BLEU,
TER, and ChrF, which lack semantic evalua-
tion. In this first-of-its-kind work, we propose
a novel pivot-based evaluation framework that
addresses these limitations; after translating
low-resource language outputs into a related
high-resource language, we leverage advanced
neural and embedding-based metrics for more
meaningful evaluation. Through a series of ex-
periments using five low-resource languages:
Assamese, Manipuri, Kannada, Bhojpuri, and
Nepali, we demonstrate how this method ex-
tends the coverage of both lexical-based and
embedding-based metrics, even for languages
not directly supported by advanced metrics.
Our results show that the differences between
direct and pivot-based evaluation scores are
minimal, demonstrating that this approach is
a viable and effective solution for evaluating
translations in endangered and low-resource
languages. This work paves the way for more
inclusive, accurate, and scalable MT evalua-
tion for under-represented languages, mark-
ing a significant step forward in this under-
explored area of research. The code and data
will be made available at https://github.
com/AnanyaCoder/PivotBasedEvaluation.

1 Introduction

Machine translation (MT) has made significant
progress in recent years, particularly for high-
resource languages, where abundant data and so-
phisticated evaluation metrics have driven improve-
ments in translation quality. Neural-based metrics
(Rei et al., 2020) and embedding-based (Mukher-
jee et al., 2020; Mukherjee and Shrivastava, 2023;
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Language Language
Family

Resource
Presence

Morphological
Complexity

No. of
Speakers

Kannada (kn) Dravidian Low High 44M
Bhojpuri (bj) Indo-Aryan Very low Moderate 50M
Nepali (np) Indo-Aryan Low Moderate 32M
Manipuri (mn) Sino-Tibetan Very low High 1.7M
Assamese (as) Indo-Aryan Low Moderate 15M

Table 1: Details of the low-resource languages consid-
ered in our experiment with different levels of resources
and morphological complexity. The number of speakers
is obtained from Ethnologue (eth, 2023).

Zhang et al., 2019; Feng et al., 2022; Artetxe and
Schwenk, 2019; Kakwani et al., 2020; Khanuja
et al., 2021) methods have enabled more accurate
assessments, capturing meaning, fluency, and con-
text beyond simple word matches. These advanced
metrics offer a deeper understanding of transla-
tion quality, helping refine MT models for high-
resource languages.

However, low-resource languages face substan-
tial challenges (Haddow et al., 2022). With limited
parallel data, sparse high-quality references, and
inadequate embeddings, the evaluation of MT sys-
tems for these languages continues to rely heavily
on lexical-based metrics such as BLEU (Papineni
et al., 2002), TER (Snover et al., 2006; Post, 2018),
and ChrF (Popović, 2017). While these metrics
provide a basic measure of translation accuracy,
they fall short in capturing the full complexity of
language, often overlooking essential aspects like
semantics, syntactic structure, and overall fluency.
As a result, there remains a significant gap in the
ability to accurately evaluate and improve MT sys-
tems for low-resource languages. Despite signifi-
cant progress in low-resource machine translation,
as seen in efforts like WAT (Workshop on Asian
Translation) (Nakazawa et al., 2023) and LoResMT
(Pal et al., 2023), evaluation methods have not ad-
vanced at the same pace, resulting in limited capa-
bilities to assess translation quality effectively.

This lack of resources in evaluation methods cre-

https://github.com/AnanyaCoder/PivotBasedEvaluation
https://github.com/AnanyaCoder/PivotBasedEvaluation
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Figure 1: Pivot Based Evaluation Approach. IL:Indian Language, TLIL: Translated Low-resource IL,
THIL:Translated High-resource IL, HIL-Ref: High-resource IL References.

Figure 2: Pivot Based Evaluation Approach with languages used in our experiments

ates a major bottleneck in assessing the actual per-
formance of low-resource MT systems. To address
this gap, we propose a novel pivot-based evaluation
framework, inspired by the success of pivot-based
translation methods, which use an intermediary lan-
guage as a pivot to improve translation performance
(Kim et al., 2019; Mhaskar and Bhattacharyya,
2021). In the context of machine translation sys-
tems pivoting refers to a set of techniques where
a pivot language is used to facilitate translation
between a source and target language (Mhaskar
and Bhattacharyya, 2024). By leveraging the lin-
guistic resources of the pivot language, the perfor-
mance of the source-to-target machine translation
model has been significantly improved (Mhaskar
and Bhattacharyya, 2022; Gadugoila et al., 2022;
Kunchukuttan and Bhattacharyya, 2020). We build
on this concept by using a high-resource language
as a pivot to evaluate related low-resource lan-
guages. This pivoting approach leverages high-
resource language resources for a more thorough

and precise evaluation of low-resource language
translation quality.

Our approach involves translating outputs from
these low-resource languages into closely related
high-resource languages. And our approach en-
ables the use of advanced neural and embedding-
based metrics to provide a more accurate and nu-
anced assessment of translation quality. In our
work, we focus on evaluating translations of lan-
guages across three diverse families: Dravidian
(Kannada), Indo-Aryan (Assamese, Nepali, Bho-
jpuri), and Sino-Tibetan (Manipuri). Table 1 de-
tails the level of resource availability, morpho-
logical complexity (Grierson, 1903-1928; Steever,
1998) and number of speakers for these low-
resource languages (eth, 2023).

Our work is the first to introduce pivot-based
evaluation in this context, offering a new path-
way for research and development in low-resource
machine translation. We demonstrate that this ap-
proach not only bridges the evaluation gap but also
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has the potential to significantly improve the qual-
ity of machine translation systems for low-resource
languages and endangered languages.

2 Motivation and Objective

In recent years, significant progress has been
made in machine translation (MT) for low-resource
languages, primarily due to word segmentation
(Chang et al., 2008; Sennrich et al., 2016b; Shao
et al., 2018), data augmentation (Sennrich et al.,
2016a; Li et al., 2019), pivot translation (Mhaskar
and Bhattacharyya, 2021), transfer learning (Zoph
et al., 2016; Lakew et al., 2018), multilingual mod-
els (Devlin et al., 2018; Khanuja et al., 2021;
Kakwani et al., 2020), and pre-training tech-
niques (He et al., 2023; Baziotis et al., 2021) with
transformer-based architectures (Conneau et al.,
2020; Vaswani, 2017). These innovations have
allowed for improved translation quality, even
when only limited parallel data is available. Low-
resource MT systems have also benefited from tech-
niques like zero-shot learning (Romera-Paredes
and Torr, 2015) and cross-lingual transfer (Chen
et al., 2018), enabling models to leverage data from
high-resource languages to improve performance
(Mhaskar and Bhattacharyya, 2022; Gadugoila
et al., 2022; Kunchukuttan and Bhattacharyya,
2020). Despite these advances, however, depend-
ing on resources available for target languages
the comprehensive evaluation of low-resource MT
is still lagging. Current evaluation methods in
these situations remain highly dependent on lexical-
based metrics which, although widely used, offer
a shallow view of translation quality, focusing pri-
marily on word or character overlaps rather than se-
mantic meaning or fluency. There is an urgent need
for innovative methods that can bridge this gap and
enable more sophisticated evaluation frameworks
for these languages.

The goal of our work is to demonstrate that
pivot-based evaluation can be an effective solu-
tion for assessing the quality of machine trans-
lations for low-resource languages, even in the
absence of direct metric support or robust refer-
ences. By leveraging a related high-resource lan-
guage as a pivot, low-resource language transla-
tions can be evaluated by advanced metrics such
as BERTScore (Zhang et al., 2019), LaBSE (Feng
et al., 2022), MEE4 (Mukherjee and Shrivastava,
2023), IndicBERT (Kakwani et al., 2020), COMET
(Rei et al., 2020) etc., which may not be available

for the low-resource languages.
This approach also has broader implications: it

can be extended to endangered and other low-
resource languages, ensuring that they are not
left behind in the development and evaluation of
machine translation systems. By using a linguis-
tically or geographically related pivot language1,
we can evaluate translations more comprehensively,
facilitating the preservation and support of endan-
gered languages through more accurate translation
systems.

3 Method

Figure 1 illustrates the process of our proposed
approach i.e., ‘the translated sentences in low re-
source language’ (TLIL) are translated further to
‘related high resource language’ (THIL) which are
then evaluated using reference sentences of high
resource language (HIL-Ref). To provide a clearer
picture, figure 2 depicts the low-resource languages
considered in our experiment and the correspond-
ing high-resource languages used as a pivot. To
select the related high-resource languages for pivot-
based evaluation, we referred to linguistic prox-
imity and geographic adjacency (Steever, 1998;
Grierson, 1903-1928). Languages within the same
language family typically share a close relation-
ship, as they have evolved from a common ances-
tor. Table 2 provides a detailed overview of the
relationships between low-resource languages and
their respective high-resource counterparts consid-
ered in our experiments. The linguistic proximity
between Kannada and Telugu, Assamese and Ma-
nipuri with Bengali, acts as a supporting evidence
for our language-pair selections.

4 Experimental Set up

We conducted three distinct experiments to evaluate
the effectiveness of pivot-based evaluation for low-
resource languages, using a variety of language
pairs and translation directions. Below is a detailed
description of each experiment:

• Experiment 1: English to Low-Resource
Indic Languages (En → TLIL):
In this experiment, we translated English
source sentences into five low-resource In-
dic languages: Assamese, Manipuri, Kannada,
Bhojpuri, and Nepali. The goal was to assess
translations in low-resource languages. The

1high-resource pivot language
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Language Kannada Telugu Bhojpuri Hindi Nepali Hindi Assamese Bengali Manipuri Bengali
Language

Family Dravidian Dravidian Indo-Aryan Indo-Aryan Indo-Aryan Indo-Aryan Indo-Aryan Indo-Aryan Sino-Tibetan Indo-Aryan

Script Kannada
Script

Telugu
Script

Devanagari Devanagari Devanagari Devanagari
Bengali
Script

Bengali
Script

Meitei
Mayek

Bengali
script

Vocabulary
Similarity

High, due to
shared Dravidian roots

Very high, Bhojpuri
is a Hindi-dialect

Medium to High,
both languages

share Sanskrit roots

High, lexical
borrowings, shared

Sanskritic origin

Medium, due to
geographical proximity
and shared vocabulary

Phonological
Features

Similar vowel and
consonant systems,
intonation patterns

Almost identical
phonology,

mutual intelligibility

Similar phonological structure
(retroflex consonants, vowels),

almost mutually intelligible

Similar phonetic
systems, nasalization

of vowels

Some shared features
due to contact, but

distinct phonologies

Geographical
Proximity

Southern India, neighboring
states (Karnataka and

Andhra Pradesh)

North-Central India
(Bihar and UP)

Neighboring countries
(Nepal and India),

continuous historical and
cultural exchange

Eastern India
(Assam and Bengal

are neighboring states)

Northeast India (Manipuri and
Bengali speakers live in close

proximity in the region)

Table 2: Proximity of Languages

evaluation of these translations was carried
out using both lexical and embedding-based
metrics. However, it is important to note that
not all five languages are supported by ad-
vanced metrics. For instance, BERTScore
does not support Assamese and Bhojpuri,
while COMET is unavailable for Manipuri
and Bhojpuri. In Table 3, unsupported lan-
guages are indicated with dashes.

• Experiment 2: Translate Low-Resource
Translated Outputs to High-Resource Indic
Languages (TLIL → THIL_1):
This experiment involved translating the out-
puts from the five low-resource Indic lan-
guages generated in Experiment 1 into high-
resource Indic languages, specifically Ben-
gali, Telugu, and Hindi. By translating into
these pivot languages, we aimed to evaluate
the quality of translations from low-resource
languages using metrics that are more readily
applicable to high-resource languages.

• Experiment 3: Translate Low-Resource
FLORES Sentences to High-Resource Lan-
guages (LIL → THIL_2):
In the final experiment, we translated the sen-
tences released by FLORES devtest (see sec-
tion 4.1) of the same five low-resource Indic
languages2 into their respective related high-
resource languages. This experiment aimed to
further evaluate the performance of machine
translation systems when translating from low-
resource to high-resource languages, provid-
ing insights into the effectiveness of pivot-
based evaluation in these language directions.

2Assamese, Manipuri, Kannada, Bhojpuri, and Nepali

4.1 Test Data
For our experiments, we used the ‘devtest’ set from
the latest FLORES-200 dataset3 (NLLB Team et al.,
2022), a multilingual benchmark designed to eval-
uate translation quality across diverse languages.
This devtest contains 1,012 standardized parallel
sentences, enabling consistent evaluation of trans-
lation quality across multiple language pairs.

4.2 MT System
We conducted three translation experiments using
IndicTrans2 (Gala et al., 2023), an open-source
transformer-based multilingual NMT model that
supports high-quality translations across all the
22 scheduled Indic languages. In the first ex-
periment, we translated English source sentences
into five low-resource languages: Assamese, Ma-
nipuri, Kannada, Bhojpuri, and Nepali. Next, we
translated these outputs into three high-resource
pivot languages—Bengali, Telugu, and Hindi. To
further assess the performance of IndicTrans2 in
inter-language (IL-IL) translation directions, we
also translated FLORES data from these five low-
resource languages into their respective related
high-resource languages. The evaluation scores
for these experiments are presented in Table 3.

4.3 Automatic Evaluation Metrics
For the automatic evaluation of translation qual-
ity, we employed a combination of lexical-based,
embedding-based, and supervised neural metrics:

• Lexical Based Metrics: We used tradi-
tional lexical overlap metrics such as BLEU
(Papineni et al., 2002) (Signature: nrefs:1,
case:mixed, eff:no, tok:13a, smooth:exp, ver-
sion:2), ChrF++ (Popović, 2017) (Signa-
ture: nrefs:1, case:mixed, eff:yes, nc:6, nw:2,

3https://github.com/facebookresearch/flores/
blob/main/flores200/README.md.

https://github.com/facebookresearch/flores/blob/main/flores200/README.md. 
https://github.com/facebookresearch/flores/blob/main/flores200/README.md. 
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Direct Evaluation Pivot-Based Evaluation Direct Evaluation
Flores English → TLIL TLIL → THIL_1 Flores LIL → THIL_2

Metrics en-as en-mn en-kn en-np en-bj as-bn mn-bn kn-te np-hi bj-hi as-bn mn-bn kn-te np-hi bj-hi
Lexical
-based
Metrics

BLEU 0.099 0.071 0.227 0.232 0.081 0.173 0.113 0.205 0.304 0.286 0.119 0.084 0.158 0.256 0.140
ChrF++ 0.446 0.424 0.601 0.607 0.367 0.523 0.434 0.579 0.565 0.567 0.448 0.395 0.517 0.524 0.423
TER 0.795 0.920 0.656 0.598 0.088 0.696 0.833 0.652 0.555 0.614 0.784 0.859 0.736 0.617 0.423

Embedding
-based
Metrics

BERTScore - 0.825 0.875 0.877 - 0.858 0.820 0.863 0.876 0.869 0.829 0.805 0.840 0.861 0.814
LaBSE 0.842 - 0.920 0.936 - 0.909 0.852 0.917 0.931 0.905 0.866 0.825 0.889 0.912 0.821
LASER - - - - - 0.881 0.854 0.866 0.887 0.832 0.908 0.871 0.885 0.902 0.889
MEE4 0.705 - 0.797 0.814 - 0.784 0.723 0.791 0.827 0.808 0.737 0.695 0.758 0.806 0.720
mBERT - - 0.872 0.925 - 0.859 0.838 0.860 0.874 0.867 0.844 0.823 0.845 0.864 0.797
IndicBERT 0.954 - 0.958 - - 0.957 0.941 0.953 0.956 0.942 0.950 0.944 0.947 0.952 0.935
MURIL 0.999 - 1.000 1.000 - 1.000 1.000 1.000 1.000 0.999 1.000 1.000 1.000 1.000 1.000

Supervised
Metric

COMET 0.837 - 0.873 0.845 - 0.862 0.802 0.865 0.798 0.786 0.829 0.791 0.849 0.778 0.672

Table 3: Translation Quality scores of the MT outputs for 1) English devtest to Low Resource Languages (TLIL) 2)
Low Resource Translations (TLIL) to High Resource Languages (THIL_1) and 3) Low Resource Flores devtest
(LIL) to High Resource Translations (THIL_2). Dash (-) indicates that the metric does not support the corresponding
language. Metric scores are normalized between 0-1.

space:no, version:2) and TER (Snover et al.,
2006; Post, 2018). These metrics assess trans-
lation accuracy by comparing the predicted
translations to reference translations based on
word-level and char-level matches.

• Embedding Based Metrics: To capture se-
mantic similarities beyond lexical overlap,
we utilized several embedding-based metrics,
including BERTScore (Zhang et al., 2019),
LaBSE (Feng et al., 2022), LASER (Artetxe
and Schwenk, 2019), MEE4 (Mukherjee and
Shrivastava, 2023), mBERT (Devlin et al.,
2018), IndicBERT (Kakwani et al., 2020), and
MURIL (Khanuja et al., 2021). These met-
rics compute sentence-level embeddings and
evaluate translation quality by measuring the
closeness of the embeddings between the hy-
pothesis and reference sentences.

• Supervised Neural Metrics: We also em-
ployed COMET (Rei et al., 2020), a state-
of-the-art supervised neural metric. COMET
leverages pre-trained neural models and fine-
tunes a human-annotated data, providing a
more robust evaluation by predicting human
judgment scores directly.

5 Results and Analysis

Table 3 presents the results of different evalua-
tion metrics applied to three experiments (see sec-
tion 4). The metrics are categorized into lexical-
based (e.g., BLEU, chrF++, TER), embedding-
based (e.g., BERTScore, LaBSE, LASER, MEE4,
mBERT, IndicBERT, MURIL), and a supervised
neural metric (COMET). These evaluations cover
translations from English to five low-resource Indic

languages (TLIL): Assamese (as), Manipuri (mn),
Kannada (kn), Nepali (np), and Bhojpuri (bj), and
translations between these low-resource languages
and their high-resource counterparts (Bengali, Tel-
ugu and Hindi).

The key analyses of the results, highlighting im-
portant observations, are presented below:

• Limited Metric Support for Low-Resource
Languages by Advanced Metrics
The first section of the table, focusing on
the English → TLIL translation task, high-
lights a key challenge: many advanced met-
rics do not support all five low-resource lan-
guages. For instance, BERTScore does not
cover Assamese and Bhojpuri, while COMET
lacks support for Manipuri and Bhojpuri, In-
dicBERT does not support Manipuri, Nepali
and Bhojpuri, LASER doesn’t support any of
the five languages.

• Ensuring No Language Was Left Behind
Through Pivot-Based Evaluation
Despite certain languages lacking support for
some advanced metrics, they are not excluded
from evaluation. The second section of the
table (TLIL → THIL_1) demonstrates how
pivot-based evaluation mitigates this issue. By
translating the low-resource languages into
higher-resource pivot languages (e.g., Bengali,
Telugu, Hindi), we ensured comprehensive
evaluation across all metrics. This method pro-
vided complete metric coverage, allowing for
a fair assessment of translations even when
direct metric support was unavailable for cer-
tain low-resource languages.

• IndicTrans2 Performance in LIL → THIL
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(a) Performance differences between en-as and as-bn

(b) Performance differences between en-kn and kn-te

(c) Performance differences between en-np and np-hi

Figure 3: Plots highlighting subtle performance varia-
tions between En-TLIL and TLIL-THIL_1

Translation
The third section (FLORES LIL → THIL_2)
highlights the effectiveness of IndicTrans2 as
a robust machine translation system. The high
scores across various metrics underscore its
ability to produce high-quality translations for
low-resource languages. This reliable perfor-
mance instils confidence in using the Indic-
Trans2 system for demonstrating its ability
to handle complex translation tasks and sup-
porting its ongoing use and development for
low-resource languages.

• Minimal Difference Between Direct and
Pivot-Based Evaluations
Another key finding from the experiments is
that the difference between direct evaluation
scores (en → TLIL) and those obtained after
pivoting (TLIL → THIL_1) is minimal for the
low-resource languages that are supported by

advanced metrics. Figure 3 presents a can-
dlestick graph, showing the height variations
in evaluation scores for Assamese, Kannada,
and Nepali when comparing their direct trans-
lations and the pivot-based evaluations with
Bengali, Telugu, and Hindi. Across all the
metrics, the height of each candlestick repre-
sents the range of scores for both direct trans-
lations and pivot-based evaluations. For As-
samese, the short height of the candle indicate
a minor deviation between direct translation
scores and those obtained through Bengali as
the pivot language. Similarly, Kannada shows
very minute differences when evaluated di-
rectly or through Telugu as the pivot. Nepali
translations, evaluated both directly and via
Hindi as the pivot, also exhibit comparable
score ranges, as indicated by the subtle shifts
in candle heights. This consistent pattern ex-
hibited by all the advanced metrics across
these languages reinforces the reliability of
pivot-based evaluation, further supporting the
robustness of the approach in low-resource
language settings.

Figure 4 clearly depicts our approach where Tel-
ugu, a high-resource language, acts as a pivot in
assessing translations from English to Kannada, a
low-resource language. The translation from En-
glish to Kannada has an error in which the word
“mice” is mistranslated into “dogs”. This error is
also seen in the Telugu translation (see pivot exam-
ple) when Kannada is used as the source language
for the pivot assessment. By analyzing the Tel-
ugu translation, metrics equipped to handle Telugu
can indirectly gauge the quality of the Kannada
translation, uncovering the error.

This highlights that if there is any error when
translating from English to low-resource, that error
would be propagated when translating from low to
pivot language, thus showing the utility of using
pivot-based evaluation to detect translation errors
in low-resource languages.

Overall, our experiments demonstrate that pivot-
based evaluation substantially improves the ability
to assess translations, even for languages not di-
rectly supported by certain metrics.

6 Challenges

A key challenge is identifying an appropriate
pivot language—a high-resource language that is
linguistically or geographically related to the tar-
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Figure 4: Example of using High Resource Language (Telugu) as pivot for English to Low Resource Language
(Kannada) Translation Evaluation. The Kannada translation contains an error (highlighted in red), substituting
‘dogs’ for ‘mice’. It is evident that this error is also carried in translations from the low-resource source language to
the pivot translation.

get low-resource language. Access to comprehen-
sive and well-curated datasets for low-resource
languages was another challenge. The availabil-
ity of parallel corpora and high-quality reference
translations in these languages is limited, making
thorough evaluations difficult to conduct across a
broad spectrum of languages and domains.

7 Future Work

Future work will focus on several key areas to ad-
vance the pivot-based evaluation approach. Ex-
panding the methodology to include a wider array
of low-resource and endangered languages will
be crucial, providing a more comprehensive evalu-
ation across diverse linguistic contexts. Refining
the process for selecting pivot languages, pos-
sibly through the development of algorithms that
account for linguistic and contextual factors, could
enhance the precision and applicability of the eval-
uations. Real-world testing in various practical
settings will be essential to validate the approach
and demonstrate its effectiveness in operational
environments. Lastly, exploring alternative evalu-
ation strategies or hybrid models that combine
pivot-based evaluation with other methods may
yield new insights and improvements in translation

quality assessment.

8 Conclusion

In an era where machine translation (MT) systems
are becoming increasingly essential for global com-
munication, particularly for underrepresented lan-
guages, this paper introduces a groundbreaking
solution—pivot-based evaluation—to tackle the
long-standing challenge of assessing translations
in low-resource languages. In this paper, we ex-
plored pivot-based evaluation as a novel method for
assessing translations in low-resource languages,
where direct evaluation metrics are often unavail-
able. Our goal was to extend the reach of advanced
translation evaluation methods by leveraging lin-
guistically or geographically related high-resource
languages as pivots.

We conducted a series of experiments across
three translation scenarios using the FLORES de-
vtest dataset. First, we evaluated translations from
English to five low-resource Indic languages (As-
samese, Manipuri, Kannada, Bhojpuri, Nepali).
Second, we applied pivot-based translations from
these low-resource languages into related high-
resource languages (Bengali, Telugu, Hindi), which
allowed us to assess the quality of translations us-
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ing all available metrics. Finally, we compared the
performance of translations between low-resource
languages and high-resource ones to further vali-
date the robustness of the method.

Our results demonstrate that the pivot-based eval-
uation technique provides reliable assessments with
minimal discrepancies between direct and pivot-
based translation evaluations. The high perfor-
mance of IndicTrans2 across multiple language
pairs confirmed its effectiveness as an MT system,
particularly in low-resource settings. Furthermore,
the minor differences in evaluation scores when
using pivot languages underscore that this method
can be effectively extended to other endangered
and underrepresented languages, supporting on-
going efforts to enhance translation evaluation
in resource-constrained settings.

In conclusion, our study proves that pivot-based
evaluation can fill a critical gap in translation qual-
ity assessment for low-resource languages, making
it an impactful tool for future research and practical
applications in multilingual and underrepresented
language contexts.

9 Limitations

While pivot-based evaluation provides a valuable
approach for assessing translations in low-resource
languages, it does come with several limitations.
The most significant is the performance of low-
resource to high-resource (pivot) MT systems:
if the translations into the pivot language are in-
accurate, the resulting evaluation scores can be
misleading. Another limitation is the additional
step in the evaluation process, which increases
computational resources and time due to the extra
layer of translation into the pivot language. Lastly,
there is the potential for loss of linguistic nuance:
unique elements of the source language may be al-
tered or lost during the pivot translation, impacting
the accuracy of the final evaluation.

Despite the limitations, pivot-based evaluation
offers a meaningful alternative where direct eval-
uation methods fall short. It allows for a more
informed assessment than lexical-based metrics
alone, making it an important stepping stone to-
ward more comprehensive and inclusive translation
evaluation practices.

10 Ethical Considerations

This research exclusively utilizes publicly available
resources, including the IndicTrans2 model and the

FLORES dataset, ensuring transparency and ethical
compliance throughout the study. Additionally,
the evaluation of translations was performed using
publicly available metrics, including both lexical-
based and embedding-based methods. The goal
of this work is to advance the evaluation of low-
resource language translations without infringing
on privacy or data ownership rights.
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