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Abstract

Many languages lack broad-coverage, seman-
tically annotated lexical resources, which lim-
its empirical research on lexical semantics for
these languages. In this paper, we report on
how we automatically enriched the French Wik-
tionary with general semantic classes, known
as supersenses, using a limited amount of man-
ually annotated data. We trained a classifier
combining sense definition classification and
sense exemplars classification. The resulting
resource, with an evaluated supersense accu-
racy of nearly 85% (92% for hypersenses), is
used in a case study illustrating how such an se-
mantically enriched resource can be leveraged
to empirically test linguistic hypotheses about
the lexicon, on a large scale1.

1 Introduction

Conducting large-scale empirical studies in lexi-
cal semantics remains an elusive goal for many
languages that lack comprehensive semantic re-
sources. Thanks to its hierarchical organization
facilitating semantic generalizations, the Princeton
WordNet (Miller et al., 1990), a widely used lexi-
cal resource for English, has enabled quantitative
studies on regular polysemy (Buitelaar, 1998; Bol)
or on morpho-semantic relations (Mititelu et al.,
2021), among others. Such studies are difficult
to conduct for languages without comparable re-
sources, limiting typological perspectives on key
issues in lexical semantics.

In this study, we adopt the intermediate scenario
of a language without a sufficiently comprehensive
WordNet, but with a comprehensive lexicon and a
few thousand senses from this lexicon, annotated
into coarse semantic classes, allowing a classifier
to be trained to automatically annotate the entire

1The SuperWikt-fr is available at https://osf.io/7gjem/

?view_only=42190678aba442b39664ad05a54bf843, and code to repro-
duce the annotation process on new dumps is available at
https://github.com/NicolasAngleraud/SuperWikt-fr.

lexicon. We apply this approach to French nouns,
producing a semantically enriched version of the
French Wiktionary. The method can be extended to
other languages provided an electronic lexicon is
available (e.g. Wiktionaries2) and manually anno-
tated senses. We qualify this scenario as intermedi-
ate because the annotation effort required (for train-
ing the classifier) is far less compared to the effort
needed to obtain a comprehensive WordNet. Our
study further demonstrates how such an enriched
lexicon can be leveraged to conduct quantitative
studies, by empirically testing Croft’s hypothesis
on the general organization of word and semantic
classes within language lexicons (Croft, 1991).

The paper is organized as follows. Section 2
briefly reviews previous work on the development
and main uses of broad coverage, coarse-grained
semantic resources in NLP and linguistic research.
Section 3 describes and evaluates the supervised
method for annotating noun senses with super-
senses in the French Wiktionary. Section 4 provides
key statistics of the resulting resource, we dub the
"SuperWikt-fr". Section 5 presents a case study to
evaluate the extent to which Croft’s hypotheses on
the distribution of semantic classes across the sim-
plex and complex lexicon are supported by French
data. Finally, Section 6 offers suggestions for fur-
ther exploration and exploitation of semantically
enriched lexical resources in linguistic research.

2 Related work

Supersenses are coarse-grained semantic classes
originally proposed to help downstream tasks re-
quiring semantic information, for English (Cia-
ramita and Johnson, 2003). More precisely the
original supersenses were the 26 nominal "lexi-
cographer classes" from WordNet. Ciaramita and
Altun (2006) then proposed the supersense tagging

2According to https://en.wikipedia.org/wiki/
Wikipedia:List_of_Wiktionaries, 45 languages have a
Wiktionary with more than 100 thousand entries.

https://osf.io/7gjem/?view_only=42190678aba442b39664ad05a54bf843
https://osf.io/7gjem/?view_only=42190678aba442b39664ad05a54bf843
https://github.com/NicolasAngleraud/SuperWikt-fr
https://en.wikipedia.org/wiki/Wikipedia:List_of_Wiktionaries
https://en.wikipedia.org/wiki/Wikipedia:List_of_Wiktionaries
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task (SST) as a trade-off between NER and WSD:
it provides partial semantic disambiguation among
senses with different supersenses, while being more
easily achievable than full WSD. The methods for
SST followed the technical evolution of NLP (see
e.g. the DIMSUM shared task (Schneider et al.,
2016)).

This led to the development of supersense-
annotated corpora for several languages, with
strategies depending on the availability of semantic
resources: directly deriving supersenses from an-
notated WordNet synsets (for English (Ciaramita
and Altun, 2006)), specifying pre-existing annota-
tions (for Arabic (Schneider et al., 2012), Italian
(Dei Rossi et al., 2011)), annotating both word
senses and their supersense (for Danish (Pedersen
et al., 2016)), or annotating supersenses only: e.g.
for French, the existing WordNet-like resources
(Vossen, 1998; Fiser and Sagot, 2015) did not meet
the full requirements of availability, manual quality,
and coverage, which led to the manual supersense
annotation of the FrSemCor corpus, from scratch
(Barque et al., 2020). The semantically-enriched
lexicon described in this article aims to provide a
counterpart lexical resource for French.

Coarse-grained semantic classes also played a
role in the development of distributional seman-
tic representations, first for static embeddings (e.g.
Flekova and Gurevych (2016) integrate vectors
of words, supersenses, and word-supersense pairs
within the same vector space, for English) and
then for contextualized representations. The Sense-
BERT bidirectional model provides contextual rep-
resentations of both tokens and supersenses (Levine
et al., 2020). It is pre-trained on the tasks of pre-
dicting a word and a supersense in context. Inter-
estingly, SenseBERT does not use a supersense-
annotated corpus, but only a lexicon providing the
possible supersenses of a word. The pre-training
loss favors the set of possible supersenses of the
current word. The authors show that SenseBERT
improves on some of the GLUE benchmark tasks.

The advent of large language models seriously
calls into question the usefulness of supersense tag-
ging for NLP. The situation is quite different for
quantitative lexical studies. While the existence of
WordNet has enabled numerous studies for English
(such as studies on regular polysemy (Buitelaar,
1998; Peters and Peters, 2000, a.o)), for most lan-
guages, questions of lexical semantics cannot today
be investigated for lack of a lexicon having both
large coverage and semantic classification. This

is the case for French, for which empirical stud-
ies on the semantic properties of the lexicon are
necessarily limited in scope. For example, Tribout
et al. (2014) conducted a morpho-semantic analysis
of a manually selected set of 3,500 French nouns.
The goal was to evaluate some of the linguistic
generalizations proposed by Croft (1991) regard-
ing the prototypical correlations between morpho-
syntactic categories, semantic classes, and prag-
matic functions. According to Croft, a noun (re-
spectively, a verb or adjective) typically denotes an
object (respectively, an action or property), with its
pragmatic function being reference (respectively,
predication or modification). Croft further hy-
pothesizes that a noun with prototypical seman-
tic class (object) would prototypically be simplex,
i.e., not morphologically constructed (e.g., vehicle),
whereas action or property nouns would typically
be suffixed (e.g., destruction or whiteness). Tribout
et al. (2014) tested Croft’s hypothesis for French by
manually assessing the proportion of counterexam-
ples among simplex nouns, namely those denoting
an action (e.g., crime ‘crime’) or a property (e.g.,
courage ‘courage’). Their findings support Croft’s
hypothesis that simplex nouns predominantly de-
note objects but offer a more nuanced view of the
semantics of this morphological word class, by no-
tably highlighting non-prototypical cases resulting
from sense extensions (e.g. cirque ’mess’, semanti-
cally extended by metaphor from cirque ’circus’).

Importantly, such carefully curated data, when
not supported by existing semantic resources, is
time-consuming to produce and requires specific
linguistic expertise. While developing a resource
like SuperWikt-fr involves similar efforts for an-
notating training data, it results in a more generic,
large-scale resource. Here, we demonstrate this
by extending Tribout et al. (2014)’s approach to
a larger set of nouns, allowing us to test Croft’s
other hypotheses on the semantics of word classes.
More broadly, we aim to show that resources like
SuperWikt-fr are promising for conducting linguis-
tics research based on large empirical datasets, and
for enabling quantitative typological studies across
a broader range of languages, beyond languages
with large scale lexical semantic resources.

3 Building a SuperWik for French

We now describe the supervised classifier designed
to automatically supersense-annotate the lexical
senses of the French Wiktionary.
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3.1 Data

3.1.1 The French Wiktionary

Wiktionary is a free, collaborative, online multilin-
gual dictionary project created by the Wikimedia
Foundation, available for various languages. The
coarse structure of wiktionaries is shared across
languages: an entry corresponds to a lemma and
part-of-speech, and groups a list of senses. Each
sense includes, among other things, a definition
and exemplars, namely sentences illustrating the
use of that sense in context. Several entries for the
same lemma and with same part-of-speech corre-
spond to homonymy, while several senses of an
entry correspond to polysemy.

Although developed by non-specialists, we
chose this resource for its free, comprehensive na-
ture and for its overall quality. For French, in par-
ticular, the granularity and consistency of the sense
inventory have been judged satisfactory, based on
inter-annotator agreement in a verb disambiguation
task in context (Segonne et al., 2019). We used
the Dbnary turtle format (Sérasset, 2012) of the
French Wiktionary, restricting our work to com-
mon nouns3.

3.1.2 Supersense inventory for French nouns

We use the semantic class inventory defined by Bar-
que et al. (2020), comprising 24 simple supersenses
(grouped into 9 hypersenses), adapted from Word-
Net’s Unique Beginners. Based on their frequency
in the FrSemCor corpus annotated by these au-
thors, we ignored the Tops supersense, and merged
Group and Part with Quantity. For the purposes
of our study (section 5), we will use a third level
of generalization with Croft’s tri-partite classifica-
tion into Object/Action/Property. The complete
hierarchy of super-, hyper-, Croft classes used in
our paper is presented in Table 1. Barque et al.
(2020) have also defined complex types that can
be created productively. We have retained only
the three complex types identified as frequent in
FrSemCor (Act*Cognition, Artifact*Cognition and
Group×Person)4, leading to a total of 24 super-
senses either simple or complex.

3In all the following, we report work using the 2023-03-20
dump for French, available at https://kaiko.getalp.org/
about-dbnary/download/.

4The corpus contains annotations for 64 complex super-
senses, most of them occurring once.

Supersense Hypersense Croft’s class

Animal
Animate

Object

Person

Inanimate

Artifact
Body
Food
Object
Plant
Substance
Cognition

Information
Communication
Act

Dynamic_sit. ActionEvent
Phenomenon
Attribute

Stative_sit. Property
Feeling
Relation
State
Quantity Quantity

-
Institution Institution
Possession Possession
Time Time

Table 1: Super- and Hyper-sense inventories we use,
along with the grouping into Croft’s classes

3.1.3 Manually supersense-annotated senses

In order to train and evaluate a classifier of senses
into supersenses, we manually annotated a set of
FrWiktionary nominal senses. To limit the anno-
tation effort, we started from a set of noun senses
annotated with hypersenses by Aloui et al. (2020),
and further annotated them with supersenses, based
on the sense definition and its exemplars if any.
Because Aloui et al. (2020) selected nouns based
on their frequency but also favoring those having
senses of a single hypersense, the distribution of
supersenses in this data is not representative of the
lexicon. We thus annotated two additional sets of
senses: a Random set of senses, randomly selected
from the entire FrWiktionary, and a Frequency set,
for which we first randomly selected nouns from a
list of 10000 most frequent French nouns5. Evalua-
tion on the former set is meant to provide an approx-
imation of the quality over the full lexicon, while
evaluation on the latter focuses on more frequent

5The frequencies were calculated in an extract from
Wikipedia, Wikisource and Uncorpus (three extracts of 53,
300 and 134 million tokens respectively), in the French part of
the BigScience corpus, available at https://huggingface.
co/spaces/bigscience-data/bigscience-corpus.

https://kaiko.getalp.org/about-dbnary/download/
https://kaiko.getalp.org/about-dbnary/download/
https://huggingface.co/spaces/bigscience-data/bigscience-corpus
https://huggingface.co/spaces/bigscience-data/bigscience-corpus
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senses. The manual annotation was performed by
one of the authors. To evaluate the reliability of
the annotations, a random sample of 41 nouns, cor-
responding to 204 senses, was co-annotated with
another lexical semantics expert in a double-blind
procedure, resulting in a raw agreement of .76 and
a Cohen’s kappa of .74.

Set Lem. Senses Ex.
total w. ex.

Train 4,012 10,117 8,438 20,265
Freq-dev 465 1,581 1,365 3,638
Freq-test 448 1,339 1,154 3,026
Rand-dev 472 540 278 491
Rand-test 473 649 365 630

Total 5,870 14,226

Table 2: Statistics in the supersense-annotated sets:
number of noun lemmas (Lem.), number of senses in
total, and having at least one exemplar (w. ex.), and
total number of exemplars (Ex.)

We then designed a split of all these supersense-
annotated senses into training set, frequency de-
velopment and test sets, and random development
and test sets, ensuring that these five sense sets
correspond to disjoint sets of nouns. The statistics
are presented in Table 2. Overall, the random and
frequency sets have quite different distributions of
supersenses (as shown in Appendix, in Table 10).
In particular, the high proportion of Persons in the
random dev and test sets (34% and 28%) reflects a
massive presence of demonyms in FrWiktionary.

Moreover, the average number of senses per
noun varies across the training, frequency, and ran-
dom sets (respectively having a ratio of 2.5, 3.2 and
1.26 senses per lemma). The well-known higher
polysemy for frequent words is confirmed. The ra-
tio for the union of Rand-dev and Rand-test (1.26)
is close to that computed on the full SuperWikt-
fr (1.31, as shown later on in table 6, section 4).
The polysemy level of the training set is in-between
frequent nouns and random nouns.

3.2 Supervised classification
Our goal was to develop a system that takes a sense
as input and returns one of the 24 selected super-
senses. We explored different supervised classifier
variants, differing mainly in the type of input: a def-
inition versus an exemplar. These two input types
are linguistically quite distinct. The definition de-
scribes the sense but generally does not include

the word itself, whereas the exemplar contains the
word, inflected, in context. As a result, we decided
to train separate classifiers: we will refer to these
as def versus ex classifiers. In the former case,
we also compared giving only the definition as in-
put (def), or the concatenation of the lemma, ’:’
and the definition (hereafter lem+def). Note the ex
variant only applies to senses having at least one
exemplar, and predicts the supersense for a given
sense s, by averaging the log-probability scores
over all the exemplars of s.

The architecture is similar for the three vari-
ants: the input sequence is passed into a French
specific pretrained bidirectional language model
(FlauBERT (Le et al., 2020), flaubert_large_cased),
then the embedding for the relevant token, at the
last layer, is passed into a multi-layer perceptron
(MLP) with a single hidden layer. For definitions,
the selected token is the beginning-of-sequence
special token, whereas for exemplars, the selected
token is the first subword token from the first oc-
currence of the relevant word in the text.

3.2.1 Experiments for each classifier variant
We trained the classifiers using a NLL loss, with
non-frozen FlauBERT’s parameters, and a dropout
layer after the hidden layer.

We used a grid search to tune the hyperparame-
ters6, launching 10 runs for each combination, for
each of the three variants. Table 3 shows the high-
est and average accuracies on the development sets,
using the optimal hyperparameter combination.

Accuracies are higher on the random set than
for the frequency set. Differences in performance
were to expect, given the two sets have different su-
persense distributions (see Table 10 in Appendix).
The random set contains much more animate en-
tities, and these reveal much easier to classify (cf.
F-scores above 96% for animate entities in the per-
formance break down, Table 11, in the Appendix,
for our best classifier). On the contrary, the fre-
quency set contains more Cognition senses, which
are classified with less accuracy.

Among the three classifier variants, using def-
initions as input significantly outperforms using
exemplars, with the best run on freq-dev achieving
73.1% for def compared to 65.0% for ex. This
demonstrates that the highly constrained form of
definitional paraphrases makes semantic classifica-

6We tested learning rate=[5e-5, 1e-5, 5e-6, 1e-6], hidden
layer size=[256, 512, 768], dropout rate=[0.1, 0.3]. The best
combination (in bold) is the same for the three variants.



5325

Rand-dev Freq-dev
Mean (MAD) Best run Mean (MAD) Best run

Super Super Hyper Super Super Hyper

ex 63.9 (1.2) 65.6 77.4 64.2 (0.7) 65.1 72.5
def 78.3 (0.7) 80.0 86.5 71.3 (1.1) 73.1 78.9
lem+def 82.1 (0.7) 83.3 90.6 74.8 (0.8) 76.7 82.2

Table 3: Accuracies in % (mean and MAD on ten runs, and best run results), on the Random and Frequency
development sets for both supersense (Sup.) and hypersense (Hyp.) granularity, using the lexicographic exemplars
alone (ex), the definition alone (def), and the lemma concatenated with the definition (lem+def).

tion easier compared to target words used in con-
text. Concatenating the lemma to the definition
(lem+def) further increases performance, for both
random and frequency sets, with gains of 3 to 4
points. This could be due to semantic generaliza-
tion learnt in the pre-trained language model.

In order to evaluate the necessary amount of
training senses needed to reach high performance,
we provide a learning curve in Figure 1 in the Ap-
pendix, for the lem+def variant. It suggests that
while more annotated senses could further increase
performance a little, 4000 examples are sufficient to
achieve a performance rather close to that achieved
with all training data.

3.2.2 Combining architectures
The next step is to select the best classifier (the
best run) to annotate the nouns of the entire Fr-
Wiktionary. Given the results, we selected the best
lem+def run, and tried to further improve it by
combining it with the best ex run, as these two
variants are likely to be complementary. We thus
tested a lem+def&ex variant, which scores each su-
persense by weighting the log-probability scores of
lem+def and ex, using their respective accuracies
as weights7. We provide the performance obtained
on dev sets in the first row of Table 4.

Given that the performance is indeed better, this
is the classifier we used to annotate the entire re-
source. Results on the evaluation test sets (last
row of Table 4) provide the best approximation
of the quality of supersense annotations on the
full resource8. Note though performance varies

7Namely 83.3 and 65.7, divided by their sum. We defaulted
to the lem+def score for senses having no exemplar.

8The difference between IAA (76%, cf. Section 3.1.3) and
accuracy on Freq-test (80.3%) can be explained by the fact that
the tagset used for manual annotation reliability assessment
was open to complex supersenses. Among the 204 double-
blind annotated senses, annotator#1 annotated 23 senses with 9
different complex supersenses, while annotator#2 used 6 com-
plex supersenses across 20 senses. As expected, complex su-

across supersenses, animate entities being the easi-
est senses to classify, followed by inanimate entities
(as shown in the break-down per supersense, Table
11, in Appendix).

Rand Freq
Sup. Hyp. Sup. Hyp.

dev sets 84.3 91.3 77.1 83.0
test sets 84.8 91.9 80.3 86.2

Table 4: Accuracies in %, for both supersense (Sup.)
and hypersense (Hyp.) granularity, on the Random and
Frequency development and test sets, using the classifier
retained to tag the whole resource (lem+def&ex).

3.2.3 Analysis

Table 5 breaks down the performance of the com-
bined best model (lem+def&ex) based on whether
the lemmas of the classified senses are simple
or polylexical (MWEs), and whether they are
monosemic or polysemous.

At first glance, MWEs (present only in the ran-
dom set) seem more difficult to classify. A closer
examination reveals that this is rather due to a dif-
ferent supersense distribution for simple versus
MWE lemmas: senses from easier-to-classify su-
persenses, such as Person, are far more numerous
among monolexical lemmas, boosting performance
in this set.

Moreover, performance for the senses of
monosemic lemmas is higher than for those of pol-
ysemous lemmas, as shown in the bottom part of
Table 5 (+6 pt on average). The static representa-
tion of the lemma concatenated with the definition,

persenses were involved in a large proportion of disagreements
(20/49). In contrast, only the three most frequent complex
supersenses (act*cognition, artifact*cognition, groupxperson)
were retained for the experiments (Section 3.1.2), thus making
the task slightly easier.
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which aggregates the different senses if the form is
ambiguous, may explain this discrepancy.

Rand-dev Freq-dev
Sup. Hyp. Sup. Hyp.

All 84.3 91.3 77.1 83.0

Simple lemma 85.5 92.3 77.1 83.0
MWE 77.4 85.7 - -

1-sense lemma 85.6 91.9 82.5 87.5
2+-sense lemma 77.1 87.9 76.1 82.1

Table 5: Accuracy (%) of the best model
(def+lemma&ex) on the Random and Frequency
dev sets, for both supersenses (Sup.) and hypersenses
(Hyp.), depending on whether the lemmas of the
classified senses are simple lemmas or multi-word-
expressions (MWEs), and whether they are monosemic
or polysemous.

4 The SuperWikt-fr

We applied our best classifier to supersense-tag
all the nominal senses of the FrWiktionary, and
we now provide a few statistics concerning the re-
sulting resource, which we refer to as "SuperWikt-
fr". As presented in Table 6, around 306k nominal
senses were tagged, corresponding to about 229k
nouns (nominal lemma types). Strikingly, a mas-
sive proportion (20%) of these senses correspond
to the particular class of demonyms9. Homonymy
(nouns with several entries) concerns only 2% of
the nouns, and so is quite rare at the level of the
whole lexicon. Ambiguity is much more present,
concerning 16% of the nouns, these having an av-
erage ambiguity of 3.1 senses per noun. Overall
the average ambiguity is 1.34. These statistics in-
dicate that the size and the sense granularity is
roughly comparable to the English WordNet 3.0
(149k nouns, 1.24 noun-synset pairs on average10).

We provide the percentages of annotated su-
persenses and hypersenses in Tables 7 and 8 re-
spectively. The very high percentage of the Per-
son supersense reflects the massive presence of
demonyms. The next two prominent senses are
Artifact and Act.

9After analysis of the definition of a few demonyms, we
concluded we could evaluate this proportion simply by count-
ing senses whose definition starts with [Hh]abitant* ‘inhabi-
tant’, thus matching both masculine and feminine forms.

10https://wordnet.princeton.edu/documentation/
wnstats7wn

Nb of nouns 229,174
Nb of nominal entries 234,172
Nb of senses 306,530
Avg nb of senses per noun 1.34
Avg nb of senses per entry 1.31
Homonymous nouns (>1 entry) 2%
Ambiguous nouns (>1 sense) 16%
Polysemous entries (>1 sense) 15%
Nominal MWE 21%
Senses without exemplars 51%
Demonym senses 20%

Table 6: Statistics of the supersense-annotated FrWik-
tionary, for nouns. MWE are identified as lemmas con-
taining a space and/or a quote.

Supersense % Example

Act 9.26 contrôle ‘control’
Act*Cognition 0.44 discours ‘speech’
Animal 6.83 mouton ‘sheep’
Artifact 12.93 chapeau ‘hat’
Artifact*Cognition 0.75 livre ‘book’
Attribute 2.53 taille ‘size’
Body 2.02 rein ‘kidney’
Cognition 6.24 idée ‘idea’
Communication 2.55 braille ‘Braille’
Event 2.13 famine ‘famine’
Feeling 0.43 joie ‘joy’
Food 2.45 pain ‘bread’
Group×Person 0.34 foule ‘crowd’
Institution 1.83 banque ‘bank’
Object 2.79 ruisseau ‘brook’
Person 31.99 mère ‘mother’
Phenomenon 0.62 lueur ‘glow’
Plant 3.64 chêne ‘oak’
Possession 0.91 taxe ‘tax’
Quantity 1.30 tonne ‘tonne’
Relation 0.21 rapport ‘link’
State 2.51 solitude ‘loneliness’
Substance 4.37 colle ‘glue’
Time 0.82 printemps ‘spring’

Table 7: Percentages of predicted supersenses in
SuperWikt-fr.

5 Use case: assessing Croft’s hypothesis

We will now leverage SuperWikt-fr to both test and
quantify the three predictions drawn from (Croft,
1991) (cf. section 2), for French nouns. The first,
already evaluated on a smaller scale in (Tribout
et al., 2014), is that simplex nouns essentially fall

https://wordnet.princeton.edu/documentation/wnstats7wn
https://wordnet.princeton.edu/documentation/wnstats7wn
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Hypersense Proportion

Animate entity 38.82
Inanimate entity 28.21
Dynamic situation 12.01
Informational object 8.79
Stative situation 5.68
Institution 1.83
Quantification 1.30

Table 8: Percentages of hypersenses in SuperWikt-fr, for
the hypersenses covering more than 1% of the senses.

into the semantic class of objects. The other two
are that nouns with an action (resp. property) sense
are prototypically derived from verbal (resp. ad-
jectival) bases. Note that Croft (1991) does not
provide explicit definitions for the three semantic
classes he mentions. The Object class is understood
here to encompass both animate and inanimate en-
tities, as well as informational objects (e.g., idée
‘idea’). The Action class includes all nouns that
denote dynamic situations, whether agentive (e.g.,
bombardement ‘bombing’) or not (e.g., storm ‘or-
age’). The Property class comprises nouns that
refer to stative situations, whether transitional (e.g.,
solitude ‘loneliness’) or not (e.g., intelligence ‘ìn-
telligence’), cf Table 1.

5.1 Data selection

To conduct our study, we need morphological in-
formation on words, which is not available in
SuperWikt-fr. We use data from two recently re-
leased French resources on derivational morphol-
ogy, namely Demonette-2 (Namer et al., 2023) and
Échantinom (Bonami and Tribout, 2021). These
datasets specify whether a noun is simplex or mor-
phologically complex, and in the latter case, the
type of morphological construction from a base,
and the part-of-speech of this base. Furthermore,
the nouns considered in the study must be sampled
to approximate the distribution of words accord-
ing to their frequency of use, which is also not the
case with SuperWikt-fr. We have therefore cho-
sen to focus on the nouns in the Lexique-3 lexicon
(New et al., 2007), which lists all nouns appearing
in large corpora of contemporary French (literary
corpora and/or film subtitle corpora).

The intersection of nouns from the wiktionary
(229,174), Lexique-3 (30,567) and the combina-
tion of the two morphological resources (53,033
∪ 5,000) provides an initial list of 17,474 nouns.

We then focused exclusively on the two most fre-
quent morphological classes—simplex and suffixed
nouns—which together account for 83.1% of the
total11. In the resulting set, we further discarded
senses having a complex supersense, or a too in-
frequent hypersense. The final subset (hereafter
the study subset) comprises 13,945 nouns, corre-
sponding to 34,829 senses in SuperWikt-fr. An
assessment of the semantic classification quality
for this set can be obtained by averaging the hy-
persense F-scores obtained by our classifier, each
weighted by its frequency, which gives an F-score
of 86.8 for hypersenses.

5.2 Data analysis

Table 9 provides a breakdown of the data accord-
ing to their morphological and semantic classes
(Croft’s classes). Regarding morphological classes,
we observe that nominal senses are more associ-
ated with suffixed lemmas than with simplex ones
(cf. last column of Table 9, 59.1% versus 41.9%).
Semantically, most of nominal senses fall under the
Object class (63.3%), followed by Action (24.5%)
and Property (12.1%).

5.2.1 Semantic properties of simplex nouns
Let us first examine the distribution of semantic
classes among simplex nouns (see the percentages
in round brackets in the first line of Table 9). We
observe that 80.7% denote an object, 11.5% denote
an action, and 7.8% denote a property. These re-
sults thus totally support Croft’s hypothesis that
simplex nouns typically denote objects.

Focusing on Action and Property senses, atyp-
ical among simplex nouns, one can further won-
der whether or not they are extended from another
sense of the lemma (hereafter, whether the sense
is extended or primary). For example, the Action
sense of crime ‘crime’ is primary, while the ac-
tional sense of pont ’long weekend’ is extended by
metaphor from the object sense pont ’bridge’. Simi-
larly, the Property sense of grâce ‘grace’ is primary,
while robe ‘wine or horse color’ is derived from the
object sense robe ‘dress’. For a first rough estima-
tion of how many atypical senses of simplex nouns
are in fact extended senses, we can use the hypothe-
sis that a sense listed first in the SuperWikt-fr entry

11We excluded cases of conversion from another part-of-
speech (14.2%), for which defining the direction of the deriva-
tion is tricky (e.g Balteiro, 2007), as well as nouns formed
through other, less common morphological processes such as
prefixation and compounding (2.7%).
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Action Object Property Total

Simplex 4.7 [19.1] (11.5) 33.0 [52.2] (80.7) 3.2 [26.4] (7.8) 40.9 (100)
Suffixed 19.9 [80.9] (33.6) 30.3 [47.8] (51.2) 8.9 [73.6] (15.1) 59.1 (100)
Total 24.5 [100] 63.3 [100] 12.1 [100] 100.0

Table 9: Percentages of semantic and morphological classes, for all the senses (34,829) in the study subset. Round
brackets (resp. square brackets) provide proportions within columns (resp. rows). Example of reading: the upper
left cell "4.7 [19.1] (11.5)" means that 4.7% of senses were annotated with the Action class, and are senses of a
simplex noun, which corresponds to 19.1% of Action senses, and to 11.5% of senses of simplex nouns.

is primary12, while the other senses in the same
entry are obtained by sense extension (but not nec-
essarily from the first sense). We obtain that among
action senses of simplex nouns, only 35.6% are
listed first in their entry. For the 64.4% supposed
to be extended action senses, the sense source of
the extension is difficult to determine precisely, but
as a first approximation, we observe that 36.1% of
them are in an entry whose first sense is an Object
(e.g., pont ‘bridge/long weekend’). Among these,
we find cases of the regular metonymy producing
an activity sense from an artifact sense (e.g. aviron
‘rowing’ sense derived from ‘oar’ sense, piscine
‘swimming’ sense derived from ‘swimming-pool’).
As for senses of simplex nouns denoting Property,
36.8% are primary, whereas 63.2% are extended.
Among the latter, 33.8% are senses of lemmas hav-
ing an object primary sense (e.g., robe ‘dress/color
of a wine’).

Even though we use automatically annotated se-
mantic classes and an indirect estimation of sense
extension, we believe that thanks to the scale of
our study, these observations concerning the origin
of atypical non-object simplex senses reinforces
Croft’s hypothesis. Not only are these atypical
senses very much in the minority within the class
of simplex nouns, but a significant proportion of
them (between a quarter and a third) are likely to

12In lexicographic practice, senses are typically ordered
based on historical criteria (chronological attestation) or us-
age frequency (e.g. WordNet). French Wiktionary guide-
lines highlight the importance of these factors for sense or-
dering (https://fr.wiktionary.org/wiki/Convention:
DÃľfinitions). To provide a more objective assessment, we
evaluated this approximation on the 41 randomly selected
nouns used to calculate inter-annotator agreement (IAA),
of which 11 are monosemous (entries with a single sense).
For the 30 polysemous nouns, we determine if the first
listed sense is semantically primary by assessing whether
the other senses can be derived from it—either directly or
indirectly—through processes like broadening, narrowing,
metaphorical, or metonymic extension. The results show that
the first listed sense is primary in 83.3% of cases, with the
remaining cases being debatable.

result from a sense extension.

5.2.2 Morphological properties of nouns
having non-objectal senses

As a reminder, according to Croft’s predictions, ac-
tion senses are prototypical of the verb category.
Therefore, action nouns are expected to be predomi-
nantly derived from verbs. The data in Table 9 (first
column, percentages in square brackets) confirms
that action senses are overwhelmingly associated
with suffixed nouns (80.9%) and far less frequently
with simplex nouns (19.1%). Furthermore, within
the former group, 88.2% of action senses are linked
to lemmas derived from verbs, thus confirming and
quantifying Croft’s predictions.

Similarly, Property senses being not prototypical
of nouns, Croft predicts that they should be mostly
derived from adjectives. Here again, the data pre-
sented in Table 9 (third column, percentages in
square brackets) confirms and quantifies this pre-
diction: property nominal senses are much more
senses of suffixed nouns (73.6%) than of simplex
nouns (26.4%). However, the morphological ori-
gin of property senses associated to suffixed nouns
is more contrasted: while a majority are associ-
ated with nouns derived from adjectives (53.6%),
28.8% are associated with nouns deriving from
verbs and 11.9% from nouns. Property senses de-
rived from verbs are mostly constructed with the
suffix -ion, such as exaltation ‘elation’ from exalter
‘to elate’. Property senses associated with nouns
suffixed from nouns are mostly built from the suffix
-ism, such as égoïsme ‘selfishness’.

6 Conclusion

In this paper, we have demonstrated that a lexicon
can be semi-automatically enriched with semantic
annotations of sufficient quality to empirically test
lexical semantics hypotheses. This approach can
be applied to any language with access to a large
scale dictionary, such as Wiktionary, and requires a

https://fr.wiktionary.org/wiki/Convention:Définitions
https://fr.wiktionary.org/wiki/Convention:Définitions
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reasonable amount of manual semantic annotation
(in comparison to the annotation effort of Word-
Nets: we showed that training on 4000 examples
reaches an accuracy of more than 80%, for mono-
label classification, with a tagset of 24 supersenses,
training on the full set of 16000 examples reaches
almost 85%).

The analyses conducted on a substantial subset
of French nouns made it possible to check and quan-
tify Croft’s predictions that simplex French nouns
mostly denote objects, and that French nouns de-
noting an action (respectively a property) are more
frequently derived from verbs (respectively adjec-
tives). More importantly, they highlighted the com-
plex nature of the relationships between forms and
meanings in the lexicon, emphasizing the role of
polysemy and derivational morphology in meaning
construction. Note that even though our observa-
tions are based on automatic semantic annotations,
their evaluated quality (almost 85% for supersenses
and almost 92% for hypersenses, on the random
test set, table 4) allows to make large-scale observa-
tions. Moreover, we believe that the generic nature
of the semantic annotations in SuperWikt-fr can
serve for various other studies in lexical semantics,
for instance providing access to nouns that follow
regular polysemy patterns (e.g the Animal>Person
metaphor), or to nouns having hybrid meanings (in-
dicated by a complex supersense in the resource).

The resource could be enriched in many ways,
in particular with frequency information, which is
an important gap for empirical linguistic studies
(both experimental and computational). SuperWikt-
fr can be leveraged to learn a super- and hyper-
sense tagger, by corpus-projecting the labels of
monosemic nouns, in the manner of (Aloui et al.,
2020). SuperWikt-fr’s wide coverage allows us to
hope for good tagging quality. The predicted hyper-
and super-senses then enable partial sense disam-
biguation, which can be used to enrich SuperWikt-
fr, or for WSD.

7 Limitations

The approach described in this work supposes the
availability of a large-scale electronic dictionary,
and is hence inapplicable for very low-resourced
languages. Moreover, our work was restricted to
nominal senses.

Our approach is supervised, and required us to
manually tag word senses with supersenses. We
measured that training on 4000 examples reaches

an accuracy of more than 80%, using a tagset of 24
supersenses, and training on the full set of 16000
examples reaches almost 85%. Hence there is still
large room for improvement of the quality of the
annotated Wiktionary.

A final limitation concerns the method used to
select the data in the use case (section 5), an issue
recently brought to our attention by Olivier Bonami.
The morphological information we relied on comes,
for one third, from a resource that samples nouns
from a large French corpus (Échantinom), and for
two thirds, from a resource constructed using sev-
eral existing morphological databases (Demonext).
This approach carries the risk of underrepresenting
simplex nouns in our dataset and, more broadly,
of the data not being fully representative of the
natural distribution of French nouns. Specifically,
we observed a larger proportion of suffixed nouns
compared to simplex nouns (59% vs. 41%) in our
dataset, whereas the same ratio in Échantinom is
closer to 51% vs. 49%13. We are currently working
on improved data sampling to develop a morpho-
semantic lexicon that better reflects the actual dis-
tribution of nouns in French, so that links between
morphological information and supersenses pro-
vided in SuperWikt-fr can be more accurately quan-
tified.
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A Appendix

Train Dev Test
Freq Rand Freq Rand

Supersense

Act 11.1 19.5 7.6 23.0 8.3
Animal 3.9 0.8 5.7 0.8 4.0
Artifact 12.4 13.9 9.6 16.1 19.4
Attribute 6.7 9.4 3.0 7.9 2.9
Cognition 9.2 11.6 6.9 11.4 6.0
Person 9.5 7.5 34.4 6.6 27.6
State 4.2 4.8 3.1 5.5 2.0

Table 10: Distribution of supersenses in the five manu-
ally annotated sets (keeping only supersenses appearing
more than 5% in any set).

Figure 1: Learning curve for the lem+def variant (aver-
age over 5 runs, accuracy of supersense prediction, on
the Random and Frequency development sets).
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Hypersense Supersense rand dev freq dev

Animate entity
Animal

97.7
90.9

96.6
100.0

Person 98.4 96.2

Inanimate entity

Artifact

93.9

88.9

90.9

86.3
Body 76.9 84.9
Food 76.2 85.7

Object 57.7 68.4
Plant 75.0 96 .5

Substance 75.0 81.4

Dynamic situation
Act

89.2
87.1

86.7
85.9

Event 75.7 70.0
Phenomenon 0.0 48.3

Stative situation

Attribute

78.1

83.9

79.7

70.4
Feeling 85.7 64.0
Relation NA 29.6

State 53.8 62.2

Informational object
Cognition

77.5
66.7

69.9
65.8

Communication 69.2 74.4
Quantification Quantity 85.7 85.7 61.2 61.2

Institution Institution 57.1 57.1 68.1 68.1
Possession Possession 71.4 71.4 81.8 81.8

Time Time 66.7 66.7 72.2 72.2
Dynamic situation*Informational object Act*Cognition 66.7 66.7 53.1 53.1
Inanimate entity*Informational object Artifact*Cognition 100.0 100.0 73.7 73.7

Quantification×Animate entity Group×Person 0.0 0.0 84.7 84.7

Table 11: F-scores for each supersense and hypersense (in %), for the random and frequency dev sets, with the best
classifier lem+def&ex.
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