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Abstract

Most research on implicit discourse relation
identification has focused on written language,
however, it is also crucial to understand these
relations in spoken discourse. We introduce
a novel method for implicit discourse rela-
tion identification across both text and speech,
that allows us to extract examples of seman-
tically equivalent pairs of implicit and ex-
plicit discourse markers, based on aligning
speech+transcripts with subtitles in another lan-
guage variant. We apply our method to Egyp-
tian Arabic, resulting in a novel high-quality
dataset of spoken implicit discourse relations.
We present a comprehensive approach to mod-
eling implicit discourse relation classification
using audio and text data with a range of dif-
ferent models. We find that text-based models
outperform audio-based models, but combining
text and audio features can lead to enhanced
performance.

1 Introduction

Understanding discourse relations in spoken lan-
guage is crucial for effective communication and
significantly enhances various language technol-
ogy applications such as emotion recognition, text-
to-speech (TTS) systems, and dialogue systems
(Kharitonov et al., 2022; Kakouros et al., 2023; Ma
et al., 2019). However, to the best of our knowl-
edge, there are no datasets of labeled spoken data
available that captures implicit discourse relations
in a way that can be directly used to train and en-
hance these systems. This study addresses this gap
by proposing a method for their automatic identifi-
cation, that we use to construct a dataset of spoken
discourse relations.

Identifying implicit discourse relations (IDR) or
connectives in written text poses significant chal-
lenges. Research has shown that prosody or acous-
tic audio features can aid in their identification or
characterization (Murray et al., 2006; Kleinhans

et al., 2017; Ruby et al., 2024). Given this insight,
our study focuses specifically on exploring implicit
discourse relations in speech, investigating how au-
ditory cues can help understand and identify com-
plex relations, comparing the performance with
models trained on text, or speech+text.

We noted that for TEDx talks, subtitles often
maintain a formal style despite the informal lan-
guage used by speakers. This motivated us to in-
vestigate the discrepancies between these subtitles
and the spoken content. We found many instances
where connectives explicitly stated in Modern Stan-
dard Arabic (MSA) subtitles were only implicitly
present in the Egyptian Arabic (EGY) speech, as
shown in Table 1. This phenomenon, known as
explicitation in translation studies (Blum-Kulka,
2000), refers to the tendency of translators to make
implicit elements explicit. It is frequently observed
in translation and has even been proposed as a uni-
versal property of the translation process. More-
over, it has been claimed that explicitation can be
used to obtain annotated data (Shi et al., 2017,
2019). We use this insight to design a method
for automatically extracting and labeling EGY im-
plicit discourse connection, based on the link to
an explicit MSA connective. We use our proposed
method to construct a dataset of EGY spoken im-
plicit discourse relations from TEDx talks, paired
with MSA subtitles and EGY transcripts. A manual
verification of the quality of the corpus shows that
the automatically created corpus is of very high
quality, with no errors regarding discourse relation
labels, and very few errors regarding the identifi-
cation of the span of discourse arguments. This
indicates that our proposed method can be used to
create high-quality resources labeled with implicit
discourse relations in speech.

We present experiments on IDR where we com-
pare the usefulness of audio, text, and their combi-
nation. We present two sets of experiments: sim-
pler models, where we avoid the bias of varying
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Transcription
Original Transcr. (MSA) Automatic Transcr. (EGY)

00:08:37.666 –> 00:08:40.446 00:08:37.666 –> 00:08:40.446
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mechanic took it in order to repair it. mechanic took it, repairing it.

Table 1: An example of an implicit connective in a
TED Talk by an Egyptian speaker, explicitly stated in
the subtitles provided by TED and remaining implicit
in the automatic transcription generated by Whisper.

pre-training, and advanced deep learning models.
We find that text-based models outperform audio-
based models, but that combining the two can lead
to further improvements. Even our pre-trained mod-
els struggle with IDR, though, with our highest ac-
curacy being 0.45, showing that the IDR task still
is challenging even for strong pre-trained models.

Our main contributions are:

1. We propose a novel method for automati-
cally identifying implicit discourse relations
in speech and text.

2. We introduce a novel high-quality dataset1 of
spoken implicit discourse relations in Egyp-
tian Arabic with corresponding explicit con-
nectives in MSA, which, to our knowledge, is
the first of its kind.

3. We present experiments on IDR using audio
and/or text data, using a range of different
models.

2 Related Work

Most of the existing datasets for discourse rela-
tion identification are text-based. Notable text-
based datasets include the Penn Discourse Tree-
bank (PDTB) (Prasad et al., 2008b, 2019), the
Rhetorical Structure Theory Discourse Treebank
(RST) (Carlson et al., 2002), the Discourse Graph-
bank (Wolf et al., 2005), and the TED Multilingual
Discourse Bank (TED-MDB) (Zeyrek et al., 2019).
These datasets have been extensively used to train
and evaluate models for discourse relation identifi-
cation in written texts.

Since discourse relation identification, partic-
ularly for implicit relations, remains a signifi-
cant challenge even with advancements in large
language models, creating additional annotated
datasets could be beneficial. However, this process
is costly and requires expert annotations. There-
fore, some researchers have investigated methods

1https://github.com/UppsalaNLP/
Spoken-ImplicitDR

to automatically construct datasets. Shi et al. (2017)
proposed a method to augment training data for En-
glish implicit discourse relation classification by
leveraging explicitation in English-French paral-
lel corpora. They back-translated the French target
text into English and then applied a discourse parser
to identify cases where connectives appeared in the
back-translated text but not in the original English
source, signaling implicit relations. Building on
this, Shi et al. (2019) expanded the approach by
incorporating translations from multiple languages
such as, French, German, and Czech, to improve
the quality and reliability of the additional train-
ing data. However, this method relies heavily on
the quality of machine translation and discourse
parsers, which can introduce errors, particularly
with ambiguous connectives. Additionally, the ef-
fectiveness of the approach may be limited, when
back-translating from a more verbose language into
a less verbose language, connectives that are pre-
sented in the target language may not appear in
the back-translated version. In a related effort Ma
et al. (2019) propose a method to extract implicit
discourse relation pairs from an English dialogue
dataset. This is achieved by converting explicit
relation pairs into implicit pairs by dropping the
connectives. By leveraging unique dialogue fea-
tures, their method significantly enhances the per-
formance on IDR. However, the linguistic behav-
ior of explicit relations may differ from implicit
ones, introducing additional complexities. From
a different angle, Omura et al. (2024) introduced
a method for generating written synthetic data for
IDR using a large language model. This technique
significantly enhanced performance, particularly
improving the recognition of infrequent discourse
relations. However, synthetic data may lack diver-
sity and authenticity in the training examples.

For audio-based discourse relation identification,
some researchers have focused exclusively on using
prosodic features. Murray et al. (2006) constructed
a small dataset from the ICSI Meetings corpus,
which consisted of manually labeled examples. In
a related effort, Kleinhans et al. (2017) explored
the correlation between the discourse structure of
spoken monologues and their prosody by predict-
ing discourse relations using various prosodic at-
tributes. They used automatic annotation with a dis-
course parser to generate training data from TED.

More specifically related to this work, Al-Saif
(2012) and Al-Saif and Markert (2010) conducted
an annotation study for discourse relations in Ara-

https://github.com/UppsalaNLP/Spoken-ImplicitDR
https://github.com/UppsalaNLP/Spoken-ImplicitDR
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bic, focusing on explicit discourse connectives.
This scheme was used to create the Leeds Arabic
Discourse Treebank, a discourse corpus for Ara-
bic2.

To our knowledge, there is no existing Arabic
dataset that includes labels for implicit discourse
relations. This lack of resources highlights a re-
search gap in developing models specifically de-
signed to identify discourse relations in spoken
language. Notably, we have proposed a method
to construct a discourse relation dataset from TED
Talks, which we consider to be the first of its kind.

3 Dataset Construction

We collected 87 TEDx Talks3 presented in Egyp-
tian Arabic by Egyptian speakers, each accompa-
nied by subtitles in VTT format. These subtitles
were created by TED’s volunteer transcribers in ac-
cordance with TED guidelines,4 which specifically
recommend using language that is universally ac-
cessible and understood across all dialects. Given
that Egyptian Arabic is the language used in these
talks, the transcribers produced the transcriptions in
MSA, as it is the standard form recognized across
all Arabic dialects. Figure 1 presents a detailed
flowchart summarizing the process of creating the
spoken implicit discourse relation dataset.

3.1 Egyptian Arabic Speech recognition

To obtain aligned segments in both MSA and EGY,
timestamps were extracted from the MSA subtitles
to guide the segmentation of the audio files. Fol-
lowing this, the audio segments were transcribed 5

using Whisper-large-v36 (Radford et al., 2022), a
model for speech-to-text conversion across multi-
ple languages and dialects. This process allowed
for the exact alignment of the audio with its cor-
responding transcriptions in both MSA and auto-
mated EGY subtitles.

2The authors have confirmed that this dataset is no longer
available.

3We used all Egyptian Arabic TED Talks that had MSA
subtitles available at the time of our study, but selected only
those that were transcribed by at least two volunteers—one
serving as a transcriber and another as a reviewer—ensuring
that the resulting subtitles provide a reliable source for iden-
tifying connectives absent in spoken audio. Moreover, more
talks are continually added to TEDx, and could be used to
expand our dataset in the future.

4https://www.ted.com/participate/translate/
guidelines

5Since subtitles are only available for MSA, automatic
transcription was necessary to generate subtitles for the EGY
segments.

6https://github.com/openai/whisper

Figure 1: The process of creating spoken implicit dis-
course relations dataset

The transcription was performed using
specific parameters to optimize performance:
beam_size=5 and best_of=5 for improving the
selection of most likely transcription paths, and a
temperature value of 0.2, as recommended.7

3.2 Creating a List of connectives

To accurately map the automatically extracted con-
nectives to their corresponding discourse relations,
we focused only on unambiguous connectives that
could be clearly associated with a single relation
type. We identified instances where explicit con-
nectives in the provided MSA subtitles were ab-
sent in the EGY automatic transcription by com-
piling two lists of connectives—one from the com-
prehensive lexicons available at Connective Lex8

for MSA and another custom list that we created
for EGY. By using the Connective Lex, we were
able to exclude ambiguous connectives and fo-
cus on those that correspond to a single relational
type. Connective Lex shows the potential relations
for each connective, which allowed us to iden-
tify and use only those connectives with clear and

7https://github.com/linto-ai/
whisper-timestamped

8http://connective-lex.info/

https://www.ted.com/participate/translate/guidelines
https://www.ted.com/participate/translate/guidelines
https://github.com/openai/whisper
https://github.com/linto-ai/whisper-timestamped
https://github.com/linto-ai/whisper-timestamped
http://connective-lex.info/
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unambiguous relational types, such as 	áºË indi-
cating COMPARISON:Concession:Arg2-as-denier.
These lists are in Appendix A. With these refined
lists, we analyzed both transcriptions, synchronized
by matching timestamps, to accurately detect miss-
ing connectives.

3.3 Discourse Unit Segmentation
Discourse Units (DUs) are distinct segments of text
or speech that contribute to building a representa-
tion of discourse. They can be clauses, sentences,
or dialogue turns. Defining the boundaries of DUs
is generally dependent on theoretical frameworks,
as each theory specifies its own guidelines for seg-
mentation and the scale of the units (Keskes, 2015).
For instance, the definition of discourse units in
Rhetorical Structure Theory (RST) slightly varies
from the definition of arguments in the PDTB an-
notation (Al-Saif, 2012).

Since there are no resources available for Ara-
bic discourse analysis, we extracted the annotation
guidelines, principles, and examples from the the-
sis of Al-Saif (2012) to facilitate a few-shot learn-
ing approach with large language models (LLMs).
This thesis presents the Leeds Arabic Discourse
Treebank (LADTB), which follows the same prin-
ciples as the English Penn Discourse Treebank
(PDTB) but adapts and expands the annotations
to account for the specific linguistic properties of
Arabic. Using these guidelines, we direct LLMs to
effectively identify only the elementary discourse
units (EDUs) within Arabic texts.

We use the gpt-4-turbo-2024-04-09 version
of OpenAI’s GPT-4 (OpenAI, 2023) model to seg-
ment discourse in MSA texts, based on the pres-
ence of connectives. This approach uses a few-shot
learning setup where the model is instructed to
identify and segment texts into distinct discourse
units based on predefined guidelines concerning
the function of connectives. The instructions and a
small evaluation can be found in Appendix B.

3.4 Discourse Unit Alignment
In order to align the text segmented units in MSA
with their equivalents in EGY, we evaluated two
methods for alignment: Awesome-Align tool (Dou
and Neubig, 2021) and GPT-4 API (OpenAI, 2023).
Awesome-Align tool uses the start and end bound-
aries of the MSA segments for precise alignment,
while GPT-4 employs prompted text segmentation,
guided explicitly by the MSA segmented units. Af-
ter annotating 50 Egyptian Arabic examples with

Data Precision Recall F1-score
Awesome-Align 0.88 0.95 0.91
GPT-4 0.90 0.98 0.94

Table 2: Evaluating alignment tools on discourse unit
alignment in MSA and EGY.

discourse boundaries, we compared the perfor-
mance of both approaches (see Table 7). GPT-4
demonstrated superior effectiveness, particularly in
handling complex alignment challenges involving
significant word order differences. Consequently,
we selected GPT-4 for our alignment tasks. The
instructions can be found in Appendix C.

To extract the audio for each argument, we used
the initial timestamps provided for each instance
to accurately extract the corresponding audio seg-
ments. We employed the whisper_timestamped9

(Radford et al., 2022; Giorgino, 2009) tool to tran-
scribe segments, which generated detailed times-
tamps for each word. We then aligned the start
and end of the EGY text segments with these cor-
responding transcribed segments that included pre-
cise word-level timestamps. This alignment pro-
cess enabled us to accurately determine the start
and end times for each argument within the original
audio file, thus facilitating the precise extraction of
audio for each defined argument.

3.5 Defining Categories of IDR

Based on the connectives from examples we ex-
tracted from the MSA subtitles, we choose the cat-
egories of discourse relations—cause-effect, con-
trast, elaboration, and temporal sequence. These
categories align closely with the fundamental roles
of structuring and organizing discourse in a mean-
ingful and coherent manner, taking into account
prosodic structure. They are well-established in
various linguistic theories and frameworks, such
as Rhetorical Structure Theory (RST) (Mann and
Thompson, 1988) and Penn Discourse TreeBank
(PDTB) (Prasad et al., 2008a), making them reli-
able and widely accepted in the field.

The selected connectives for these categories in
our dataset include:

• Cause-effect: ‘because / Li-Anna’, ‘in order
to / Kay’, ‘therefore / Ldhā | Idhn’, ‘because
of / bi-Sabab’, ‘from what, which / Mimmā’

• Contrast: ‘but / Lākin’, ‘but, rather /Bal |
9https://github.com/linto-ai/

whisper-timestamped

https://github.com/linto-ai/whisper-timestamped
https://github.com/linto-ai/whisper-timestamped
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Relation type Instances
’cause-effect’ 216
’contrast’ 212
’temporal-sequence’ 135
’elaboration’ 197
Total 760

Table 3: Statistics of the Spoken Implicit Discourse
Relations Dataset

Innamā’, ‘although / Bālrghm min’, ‘while /
Baynamā’

• Elaboration: ‘or / Aw | Am’, ‘where, in that
/ áaythu’, ‘in addition / Bāláāfh’, ‘for exam-
ple/ textitAlá sabı̄l al-mithāl’, ‘and this / wa-
Hādhā’

• Temporal sequence: ‘then / Thumma’, ‘after
/ Bad’, ‘when / Indamā’, ‘during / Athnā’

This categorization considers the primary roles
of these connectives in spoken Arabic, making it
easier to understand their use and impact on effec-
tive communication. We present the size of the
processed dataset in Table 3.

3.6 Quality control

To assess the quality of our dataset as well as the
feasibility of our proposed method for extraction,
all discourse relations and segmentations for the
entire dataset were manually reviewed by a na-
tive Egyptian Arabic speaker. The review process
found that out of 760 instances, all instances had
the correct IDR label, whereas only 19 required
segmentation corrections. These errors typically
involved cases where GPT-4 failed to follow guide-
lines regarding the order of arguments, especially
with the pattern <DC+Arg2, Arg1>. Another issue
was that the heads of relative clauses (e.g., ø




	
YË@)

were not always excluded from Arg1 when the argu-
ments were within a relative clause. Additionally, a
few instances were not correctly extracted from the
MSA text, resulting in incomplete segments. Fur-
thermore, 11 instances with no discourse function
were removed. These included cases where adjec-
tives or prepositional phrases did not act as separate
discourse arguments. While GPT-4 correctly iden-
tified some of these cases as single arguments, it
struggled with others, particularly when faced with
similar connectives, leading to incorrect segmenta-
tion.

4 Experimental Setup

The main purpose of our experiments is to explore
the usefulness of text versus speech features, in-
cluding prosodic features. State-of-the-art methods
use large pre-trained models that have been trained
on data of varying size, from different languages
and language variants, and from different domains.
This makes it hard to compare results from such
models, since they differ both in what they are pre-
trained on, and in model architecture, as well as
whether they are text or speech-based. We thus
also train a number of simpler models only on our
own dataset, and not any additional data. Using
such methods allows us to make a more fair com-
parison between text and speech, and to combine
text and speech features in the same model. We
formulate implicit discourse relation classification
as a multi-class classification task.

4.1 Models for IDR
Simpler Models For audio, we start with sim-
pler models that use traditional signal processing
techniques—prosodic features and Mel Frequency
Cepstral Coefficients (MFCC)—paired with con-
ventional classifiers (Davis and Mermelstein, 1980;
Nilu Singh, 2012). For text, we employ TF-IDF
(Term Frequency-Inverse Document Frequency)
vectorization combined with a classifier to assess
the capability of the simpler model in handling
this challenging task. Bridging text and audio, we
experiment with integrating prosodic features and
TF-IDF, as well as MFCC and TF-IDF, with classi-
fiers. This integration aims to explore the impact
of audio-textual features on enhancing the model’s
ability to identify complex discourse patterns.

Advanced Models Recognizing the limitations
of simpler models in capturing nuanced features,
we then transition to more advanced models, lever-
aging their advanced representation learning capa-
bilities. For audio, we fine-tune cutting-edge acous-
tic models wav2vec2 (Baevski et al., 2020), Hu-
BERT (Hsu et al., 2021) via S3PRL, and Whisper
(Radford et al., 2022), which are all multilingual.
For text, we fine-tune the XML-R (Conneau et al.,
2020), a multilingual model, as well as Arabic-only
models such as AraBERT (Antoun et al., 2020),
CAMelBERT (Inoue et al., 2021). Additionally, we
use GPT-4 (OpenAI, 2023) for few-shot learning.
Bridging text and audio, we experiment with two
approaches: concatenating the AraBERT output
with the processed prosodic features, and concate-
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Dataset Relations Talks
Train 418 43
Validation 114 17
Test 228 27

Table 4: Dataset Distribution with discourse relations
and number of talks

nating the AraBERT output with Wav2vec speech
features. In both cases, we feed the combined repre-
sentations into a fully connected layer for classifica-
tion. Due to the random initialization and stochas-
tic training of these models, we run the models 3
times with different random seeds and report the
average score of the 3 runs.

4.2 Data

We divided the dataset into three distinct sets —
30% for testing, 15% for validation, and 55% for
training — with no overlap in talks between the
sets, summarized in Table 4. This split was care-
fully designed to maintain a consistent class distri-
bution across all sets.

4.3 Audio Classification of IDR

Prosodic & MFCC Features: We used the
Librosa library to extract two types of audio
features—prosodic features and MFCC coeffi-
cients—for classifying implicit discourse relations.
We extracted the mean and standard deviation of
pitch and energy as prosodic features and the first
13 MFCC coefficients from each audio segment.
We then concatenated the features from both seg-
ments into a single feature vector. All features were
normalized using z-score normalization to ensure a
mean of 0 and a standard deviation of 1.

We applied the same machine learning models
separately to both feature sets:

• Logistic Regression Model: We optimized
the model using grid search with 5-fold cross-
validation to tune hyperparameters such as C
values ranging from 0.01 to 100 and solvers
(lbfgs, liblinear), with L2 regularization
and a maximum of 1,000 iterations. Addi-
tionally, we applied SMOTE to address class
imbalance in the training data.

• Neural Network: The model was trained with
a learning rate of 0.001, class-weighted cross-
entropy loss, the Adam optimizer, 50 epochs,
two hidden layers of size 256 neurons each,
and dropout (0.5) for regularization.

• XGBoost Model: The model was config-
ured with the multi:softmax objective, used
class-weighted sample weights to handle class
imbalance, and used mlogloss as the evalua-
tion metric.

Pre-trained Speech Models: We leveraged
two self-supervised learning (SSL) pre-trained
models from the S3PRL toolkit10, specifically
cvhubert (Chen et al., 2023; Hsu et al., 2021)
and wav2vec2_large_lv60_cv_swbd_fsh (Baevski
et al., 2020), for fine-tuning on the classification of
implicit discourse relations. Both models are multi-
lingual and were chosen because they were trained
on CommonVoice, which includes Arabic data. We
fine-tuned the last ten layers of both the wav2vec2
and cvhubert models and used their extracted fea-
tures as input to a custom neural network classifier.
To address class imbalance, we computed class
weights for use in the Cross-Entropy Loss func-
tion. The training involved using the Adam opti-
mizer with a learning rate of 1e-5 for the pre-trained
model parameters and 0.0001 for the custom layers.
We trained the models for up to 50 epochs with a
batch size of 8, incorporating early stopping after
5 epochs of no improvement in validation loss to
select the best model. We also employed a Cosine
Annealing Learning Rate Scheduler (T_max = 10)
to adjust learning rates dynamically and applied a
weight decay of 1e-5 for regularization.
Whisper Features: We used the Whisper large-v3
model to extract audio features for implicit dis-
course relation classification. The extracted fea-
tures were aggregated using the mean and standard
deviation of the encoder outputs to create a fixed-
length representation. These features were then fed
into a custom neural network classifier consisting
of three hidden layers with 512 units each, using
ReLU activation functions and dropout rates of 0.5
to prevent overfitting. The model was trained for 10
epochs with a learning rate of 0.0005 and a weight
decay of 1e-5 using the Adam optimizer. A batch
size of 32 was used during training. Early stopping
was implemented based on validation loss to select
the best model. Class imbalance was addressed
using the CrossEntropyLoss function.

4.4 Text Classification of IDR
TF-IDF: We used TF-IDF to vectorize text data
for implicit discourse relations classification. The
dataset was preprocessed by combining the text

10https://github.com/s3prl/s3prl

https://github.com/s3prl/s3prl
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of Arg 1 and Arg 2. These combined texts were
then vectorized using a TF-IDF vectorizer with a
maximum of 5000 features, considering both un-
igrams and bigrams. We trained three models—a
Logistic Regression, a Neural Network, and an
XGBoost classifier—separately on the TF-IDF fea-
tures to classify implicit discourse relations, using
the same hyperparameters as those applied in the
audio feature experiments.
Pre-trained Textual Models : We used three pre-
trained text-based models—AraBERT (bert-base-
arabertv02) (Antoun et al., 2020), CAMeLBERT
(bert-base-arabic-camelbert-da) (Inoue et al., 2021),
and XLM-R (xlm-roberta-base) (Conneau et al.,
2020)— loaded from the Hugging Face model hub
to classify implicit discourse relations in Arabic
text. Each model was fine-tuned using a consistent
set of hyperparameters: the Adam optimizer with a
learning rate of 1e-5, a batch size of 16, and train-
ing for 15 epochs. We employed the Cross-Entropy
Loss function to guide the optimization process.
For each model, we concatenated the texts from
both segments and tokenized them using the respec-
tive tokenizer, with a maximum sequence length
of 512 tokens. The output from the [CLS] token,
obtained as bert_outputs.pooler_output, represents
the entire input sequence. This output was then
processed through a dropout layer followed by a
fully connected layer added atop the pre-trained
model for classification. To select the best model,
we used early stopping based on validation loss,
saving the model with the lowest validation loss for
test set evaluation.
GPT4 (Few-Shot Learning): We used the GPT-
4 (OpenAI, 2023) API with few-shot learning to
classify implicit discourse relations by providing
simple instructions and 20 examples from the train-
ing data, then evaluated the model on the test data.

4.5 Audio-Text Classification of IDR
MFCC + TF-IDF: We combined MFCCs audio
features with TF-IDF text features to enhance the
classification of implicit discourse relations. An
XGBoost model was trained with these combined
features, using the same hyperparameters as those
applied in the individual audio (MFCC) and text
(TF-IDF) experiments.
Prosodic + TF-IDF: We integrated prosodic fea-
tures with TF-IDF text features to enhance the clas-
sification. Two models—a Logistic Regression
model and a Neural Network—were trained sepa-
rately on these combined features, using the same

hyperparameters as those applied in the individual
audio (Prosodic) and text (TF-IDF) experiments.
BERT + Audio Features: We enhanced
AraBERT’s [CLS] token output with audio fea-
tures in two experiments. In the first experiment,
we concatenated the pooled output from the [CLS]
token, which represents the input sequence, with
prosodic features like pitch mean, Last F0 max,
and F0 interquartile range. In the second experi-
ment, we combined AraBERT’s [CLS] token text
features with standardized Wav2Vec2 speech fea-
tures. For both experiments, the combined feature
vectors were passed through a fully connected layer
for classification, using the same hyperparameters
as the individual text model.

5 Results and Discussion

Table 5 shows the results of the simpler mod-
els. Overall, models using text performed bet-
ter than audio-only models. For the audio-only
models, Prosodic+NN (prosodic features with neu-
ral network) performed better overall compared
to MFCC+XGB and Prosodic+XGB (XGBoost-
based models), with the highest accuracy. How-
ever, Prosodic+LogReg (prosodic features with lo-
gistic regression) had a slightly higher F1 score
than Prosodic+NN. Prosodic+LogReg achieved
the best performance in Contrast and matched
MFCC+XGB in Elaboration. Prosodic+NN ex-
celled in Cause-Effect but struggled in Temporal
Sequence, similar to the other models.

For text-only models, TF-IDF+LogReg achieved
the highest overall performance, with the best pre-
cision, recall, F1 score, and accuracy. TF-IDF+NN
closely followed, showing high precision, recall,
and a solid F1 score. TF-IDF+XGB demonstrated
moderate performance in these metrics. In terms
of classes, TF-IDF+NN excelled in both Contrast
and Cause-Effect. TF-IDF+LogReg outperformed
the others in Contrast and showed strong results in
Temporal Sequence.

When combining audio and text features,
Prosodic+TF-IDF+LogReg achieved the highest
overall performance, with the best precision, re-
call, F1 score, and accuracy. Prosodic+TF-
IDF+NN followed, showing strong recall and
competitive accuracy. MFCC+TF-IDF+XGB
demonstrated moderate performance across these
metrics. In terms of classes, Prosodic+TF-
IDF+LogReg excelled in Contrast and Elabora-
tion, while Prosodic+TF-IDF+NN performed best
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Data Models P R F1 Acc. Cause-E Contrast TempSeq Elaboration

Audio

MFCC+XGB. 0.24 0.24 0.24 0.25 0.27 0.21 0.15 0.32
Prosodic+XGB. 0.24 0.24 0.24 0.26 0.37 0.23 0.10 0.24

Prosodic+LogReg 0.30 0.28 0.28 0.29 0.23 0.37 0.19 0.32
Prosodic+NN. 0.28 0.27 0.26 0.31 0.39 0.35 0.05 0.22

Text
TF-IDF+XGB. 0.30 0.31 0.30 0.32 0.34 0.41 0.16 0.30
TF-IDF+NN. 0.39 0.39 0.38 0.40 0.43 0.49 0.29 0.31

TF-IDF+LogReg. 0.42 0.43 0.40 0.42 0.37 0.53 0.33 0.38

Both
MFCC + TF-IDF+ XGB. 0.32 0.31 0.31 0.33 0.36 0.35 0.15 0.38

Prosodic + TF-IDF+ LogReg. 0.43 0.43 0.42 0.43 0.39 0.49 0.34 0.45
Prosodic + TF-IDF+ NN. 0.37 0.38 0.36 0.38 0.46 0.43 0.27 0.29

Table 5: Results of simpler models on the test set for the classification of IDR in Text, Audio, and combined
Text-Audio (in macro), and F1 score of relations.

Data Models P R F1 Acc. Cause-E Contrast TempSeq Elaboration

Audio
HuBERT 0.29 0.25 0.22 0.27 0.29 0.34 0.10 0.17
Wav2vec2 0.30 0.30 0.23 0.24 0.22 0.18 0.32 0.18

Whisper+NN 0.32 0.31 0.31 0.33 0.37 0.34 0.19 0.34

Text

AraBERT 0.42 0.43 0.41 0.43 0.41 0.48 0.35 0.42
XLM-R 0.43 0.39 0.38 0.40 0.36 0.46 0.32 0.39

CAMeLBERT 0.42 0.41 0.40 0.42 0.43 0.49 0.30 0.39
GPT4 0.41 0.41 0.41 0.42 0.47 0.48 0.33 0.35

Both

AraBERT+Pitch mean 0.46 0.44 0.43 0.45 0.45 0.50 0.34 0.43
AraBERT+LastF0max 0.43 0.41 0.40 0.43 0.43 0.47 0.26 0.44

AraBERT+LastF0max+F0IQR 0.45 0.44 0.42 0.44 0.42 0.53 0.38 0.36
AraBERT + Wav2vec2 0.43 0.41 0.41 0.43 0.45 0.47 0.29 0.44

Table 6: Results of advanced models on the test set for the classification of IDR in Text, Audio (in macro), and F1
score of relations.

in Cause-Effect. MFCC+TF-IDF+XGB showed
strength in Elaboration but had lower performance
in Temporal Sequence. Confusion matrices for lo-
gistic regression models are in Appendix D. The
confusion matrices show that the text-only model
performs relatively well for ‘Contrast’ and ‘Elabo-
ration.’ The prosody-only model struggles across
categories, while the combined model provides
more balanced results, improving ‘Cause-Effect’
and ‘Contrast’. However, ‘Temporal-Sequence’ re-
mains challenging for all models.

Comparing models using the same classi-
fier but different feature sets, it is evident
that combining features generally leads to im-
proved performance. For example, MFCC+TF-
IDF+XGB showed enhanced accuracy compared
to either MFCC+XGB or TF-IDF+XGB alone.
Prosodic+TF-IDF+LogReg achieved the best over-
all performance, surpassing both Prosodic+LogReg
and TF-IDF+LogReg, particularly excelling Con-
trast and Elaboration. However, this trend does
not hold for all combinations. TF-IDF+NN
outperformed Prosodic+TF-IDF+NN overall, but
Prosodic+TF-IDF+NN achieved the best perfor-
mance Cause-Effect class. This suggests that while
combining features from both audio and text data
often leads to better results, this is not always the

case, as seen with the NN-based models. The
choice of features and classifiers needs careful con-
sideration to avoid potential drops.

Table 6 presents the results of the advanced
models. Again, audio-only models have the low-
est scores. For audio-only models, Whisper+NN
achieved the best overall performance with the
highest F1 score and accuracy. In terms of
classes, HuBERT performed best in Contrast but
struggled in Temporal Sequence and Elaboration.
Wav2vec2 excelled in Temporal Sequence, while
Whisper+NN showed strong performance in both
Contrast and Elaboration. For text-only models,
AraBERT had the highest overall accuracy and F1
score, with balanced precision and recall. In terms
of classes, it excelled in Temporal Sequence and
Elaboration, while CAMeLBERT performed best
in Contrast. GPT-4 showed consistent performance
across all metrics, with strong results in both Cause-
Effect and Contrast but slightly lower performance
in Elaboration.

When combining text and audio features,
AraBERT+Pitch mean had the highest accuracy
and F1 score. In terms of classes, it excelled in Con-
trast. AraBERT+LastF0max showed strong results
in Elaboration. AraBERT+LastF0max+F0IQR
was most effective in Temporal Sequence, while
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AraBERT+Wav2vec2 showed balanced perfor-
mance across classes, particularly in Elaboration.
Confusion matrices for AraBERT and Wav2vec2
models are in Appendix D. The confusion matrices
show that AraBERT + LastF0Max+IQR achieves
the best performance for ‘Contrast’. Prosodic-
enhanced models outperform text-only AraBERT
for ‘Contrast’ and ‘Elaboration’ and slightly im-
prove ‘Cause-Effect’. AraBERT + Wav2Vec2 ex-
cels in ‘Cause-Effect’, highlighting the value of
detailed audio features for capturing causal rela-
tions. However, all models continue to struggle
with ‘Temporal-Sequence’, which remains the most
challenging category. These findings suggest that
combining text and prosodic features enhances
overall performance balance.

Across all models, the scores for TempSeq rela-
tions are consistently low, highlighting a common
challenge in discourse relation classification, which
likely stems from their imbalanced representation
in the dataset. This issue is evident not only in our
dataset but also in established datasets such as the
Penn Discourse TreeBank (PDTB) (Prasad et al.,
2008b, 2019; Wang et al., 2023) where these rela-
tions are relatively imbalanced compared to other
relation types. This likely limits the models’ abil-
ity to effectively learn and accurately predict these
relations. Additionally, audio-level features are not
particularly useful on their own because they lack
the semantic and syntactic information needed to
fully capture discourse relations. However, they
can be helpful when combined with text.

IDR is a challenging task, with a highest ac-
curacy of 0.45. While the advanced models per-
formed somewhat better than the simple models,
the difference is relatively small, showing that this
task is still challenging, even with large pre-trained
models. For both simple and advanced models, text-
based models performed better than audio-based
models, but combining text and audio led to some
further improvements.

6 Conclusion and Future Work

We introduce a novel method for automatically ex-
tracting and classifying implicit discourse relations
in speech and text, by aligning speech and speech
transcripts in one language or language variant,
with subtitles in another language, to extract exam-
ples of semantically equivalent pairs of implicit and
explicit discourse markers. We apply the method
to create a dataset for Egyptian Arabic, the first of

its kind, addressing the identification of implicit
discourse relations in spoken and written Egyptian
Arabic, facilitating further advancements in this
area. We manually verified this corpus and found
that it was 100% accurate for labeling discourse
relations, and over 97% accurate in identifying the
span of discourse relations. Given that TED recom-
mends its transcribers use language that is univer-
sally accessible and understood across all dialects,
we anticipate that other pairs of languages will ex-
hibit the same phenomenon, which suggests that
our method can potentially be effectively used also
for other language pairs.

We propose a comprehensive approach to mod-
eling implicit discourse relations using both au-
dio and text data, conducting two sets of experi-
ments. We find that the IDR task is challenging,
even for advanced models. While advanced mod-
els achieve the overall best performance, simpler
models are not far behind. Text-based models out-
perform audio-based ones; however, integrating
text and audio features can lead to further perfor-
mance gains. In future work, we aim to explore
the integration of text and audio features in more
detail. Additionally, we want to explore our corpus
creation method for other language pairs, including
not only language variants but also more distantly
related language pairs.

Limitations

Our work is limited to the language pair of Egyp-
tian Arabic and Modern Standard Arabic (MSA),
two variants of the same language, which are rel-
atively similar. We do not explore whether the
proposed method for corpus creation also works
for more distantly related or unrelated languages.
We also do not cover all the types of implicit dis-
course relations, only those that are explicitated
with an unambiguous connective, leaving an inves-
tigation of the properties of the data set for future
work. For the experiments in this work, we fo-
cus on relatively simple methods for combining
text and audio, since our main goal is to explore
the usefulness of text versus speech for classifica-
tion. There has been research on implicit discourse
classification proposing stronger methods (Wang
et al., 2023). Using such methods would likely lead
to stronger results also on our corpus, than those
reported in the paper.
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A Lists of Connectives

Table 7 lists Arabic connectives in MSA and their
Egyptian Arabic counterparts. These connectives
were expanded in our system to include potential
clitics, such as proclitics and enclitics, allowing for
more accurate alignment between the connectives
in MSA and EGY.

B Argument Segmentation

B.1 GPT4 Instructions
Evaluate the role of the connective in each sen-
tence:

• Segment the text if the connective introduces
an independent clause or a contrasting idea
(acting as a discourse marker).

• If the connective merely connects items or
extends the same thought without introducing
an independent idea, do not segment.

Instructions for Output Formatting
• Start each output by echoing the full input.

• Start each argument with a bracketed number
like ’[1]’, ’[2]’ for order.

• Place each argument on a new line.

Guidelines on Connectives
• Consider the following list of potential dis-

course connectives and their paired forms for
segmentation:

½Ë
	
X ©Ó ð, ÉK. , ð, Aî 	E


B, AÖ

	
ß @

ð, I. �.��. , I. �.��. ð,

AÓYªK. , YªK. B@, é
	
K

B, ú




	
æ
	
K

Bð, 	

à

B, Õç�', Ð@, ù



ëð,

½Ë
	
X YªK. , ÈAg ú




	
¯, ú



ÍA
�
JËAK. ð, AÜØ, È,

	
¬, H. ,

@
	
X @

, 	
X @, Y�¯ð, ú �ækð,

�
@
	
X @

, 	
à
	
X@

, ½Ë 	X Ñ

	
«Pð,

	
Y
	
JÓ,

	
à

@ð, 	áÓ, YªK. ð, AÓY

	
J«, AëY

	
J«, �

éK
Aî
	
DË @ ù




	
®
	
¯,

ú



	
¯ð, 	

àA¿ð, 	
X @

, AëY

	
J«ð, �

I
	
KA¿ð, ÈC

	
g 	áÓ ð,

Õç
�
' 	áÓ ð, �

IJ
k, Y
�
®
	
¯, AÒJ


	
¯, A

�	
K AJ
k


@, ZA

	
J
�
K

@ð,

¼@
	
Y
	
JJ
k, A�ÜÏð, øQ

	
k

@
�
éÊgQÓ ú




	
¯ð, Y

�
®Ê
	
¯, 	á�
g,

https://doi.org/10.5120/8529-2061
https://doi.org/10.5120/8529-2061
https://doi.org/10.5120/8529-2061
https://aclanthology.org/2024.lrec-main.96
https://aclanthology.org/2024.lrec-main.96
http://www.lrec-conf.org/proceedings/lrec2008/pdf/754_paper.pdf
https://doi.org/10.21437/SpeechProsody.2024-187
https://doi.org/10.21437/SpeechProsody.2024-187
https://doi.org/10.21437/SpeechProsody.2024-187
https://doi.org/10.18653/v1/W19-2703
https://doi.org/10.18653/v1/W19-2703
https://doi.org/10.18653/v1/W19-2703
https://aclanthology.org/I17-1049
https://aclanthology.org/I17-1049
https://aclanthology.org/I17-1049
https://doi.org/10.18653/v1/2023.emnlp-main.45
https://doi.org/10.18653/v1/2023.emnlp-main.45
https://doi.org/10.18653/v1/2023.emnlp-main.45


5426
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X / ù



ë it is

A�ñ�
	
k

�
é�A

	
g / A�ñ�

	
k /

�
H@

	
YËAK. especially

�
éK
Aî

	
DË @ ú




	
¯

�
éK
Aî

	
DË @ ú




	
¯ / Q

	
kB@ ú




	
¯ /

�
éK
Aî

	
DË AK. in the end

�
éK
 @YJ. Ë @ ú




	
¯

�
éK
Aî

	
DË @ ú




	
¯ / Èð


B@ ú




	
¯ /

�
éK
Aî

	
DË AK. at the beginning

C
�
JÓ / ÈA

�
JÖÏ @ ÉJ
�.� úÎ« ø



	P / ú




	
æªK
 / C

�
JÓ for example

úÍ@


�
é
	
¯A

	
�B

AK.

�
é
	
¯A

	
�B

AK. / ð /

	
àAÒ»ð in addition to

AÓ

@ È

�
éJ.�

	
�ËAK. / AÓ


@ as for

Ñë ÈðX / Ñë they

Table 7: List of Arabic connectives in MSA and EGY.
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AÒ
	
JJ
k, ø





@ ú



	
¯, �

éK
 @YJ. Ë @ ú



	
¯, @

	
X @, 	áºË, AÒ

	
J�
K. ,

ð ú
�
æk, 	

à@ ©Ó, 	áºËð, 	
à

A¿,

	
¬, ��
Ëð, �

I��
Ëð,

Ñ
	
«QËAK. ,

	
à
�
B@ð, ��
Ë, ú




	
¯, ð@, A

	
J»ð, Ñëð, éÊªË,

ÈA
�
JÖÏ @ ÉJ
�.� úÎ«, AÒëC¿ð, úÍ@



�
é
	
¯A

	
�B

AK. , ñê

	
¯,

ñëð, ¼A 	Jëð, ½Ë
	
Y»ð, B@, Ñê 	¯, Y�¯ð, AÒ», ÈC 	

g,

YªK. B@
, �
IJ
m

�'
. , Y

	
J«, YªK. , Aî

	
DºË, @

	
YË, 	

à@ Ñ
	
«P,

	
Y

J
	
�J
k, ©�¯@ñË@ ú




	
¯, AÓ@


, ð


@, H.

• Do not include the discourse connectives in
segmented arguments.

• Arabic clitic connectives that have a discourse
function like

	
¬, H. , È, and ð should not be

included within segmented arguments.

• Do not modify the original phrasing of argu-
ments; extract them exactly as they appear in
the input.

Structural Rules
• Use canonical forms for ordering components

based on connective presence:

– Simple Connectives:

* Linear Order (Normal): <Arg1 + DC
+ Arg2> - The first argument fol-
lowed by the connective and then the
second argument.

* Reverse Order: <DC+Arg2, Arg1>
- The connective (e.g., YªK.) comes
first, followed by the second argu-
ment and then the first argument.

– Paired connectives are connectives
which consist of non-adjacent lexi-
cal items, i.e. they have two parts
DCP1 and DCP2. For paired con-
nectives, only one order is possible:
<DCP1+Arg2+DCP2+Arg1>.

• Exclude relative clause heads (e.g., ú



�
æË@, ø




	
YË@,

	áK

	
YË @) from the first argument if contained

within a relative clause. Both arguments are
in a relative clause.

• Two independent clauses or sentences can be
joined by a coordinating conjunction such as
	áºË, ð, ð


@. These conjunctions indicate dis-

course relations.

• Prepositional clitic discourse connectives such
as H. ð È are usually attached to PY�ÖÏ @

nouns.

Data Precision Recall F1-score
86 examples 0.75 0.70 0.72
50 examples 0.88 0.88 0.88

Table 8: Evaluating the GPT-4 Model on Discourse
Segmentation Tasks for Modern Standard Arabic Texts.

• The preposition Y
	
J« is rarely used to signal a

discourse relation, but it is a discourse connec-
tive when followed by <al-maSdar> noun.

• Include all obligatory complements in VP and
NP arguments by expanding the boundary of
the argument to cover tokens in their trees.

• The clause involving verb ellipsis is usually
considered as the second argument.

Special Considerations
• Ensure that the use of connectives as dis-

course connectors is distinct from their use
in grammatical structures (e.g., simple con-
junctions of verbs or nouns should not be
misconstrued as discourse-level segmenta-
tion cues). (e.g., �

é�PYÖÏ @ úÍ@

Õç
�
'
�
éJ.
�
JºÖÏ @ úÍ@


,

	
àñ

	
kQå��
ð

	
àñJ.ªÊK
).

B.2 Evaluation

To evaluate the model’s capability to perform dis-
course unit segmentation, we used 86 examples
from Al-Saif (2012) for testing. Additionally, we
annotated 50 MSA examples with discourse bound-
aries, following the Leeds Arabic Discourse Tree-
bank (LADTB) guidelines to further validate the
model. The results are presented in Table 8. The
performance on the 50 examples are notably high,
with precision, recall, and F1-score all at 0.88. This
is likely due to the presence of unambiguous con-
nectives in these examples, making the segmen-
tation task easier. In contrast, the 86 examples
dataset includes a broader range of cases extracted
from the annotation guidelines, which likely con-
tain more ambiguous and challenging instances,
resulting in slightly lower performance metrics.

C GPT4-instructions for alignment

prompt = f""" Segment the following EGY sen-
tence based on the MSA segments. There should
be exactly two segments corresponding to the two
MSA segments. Each segment should correspond
to the MSA segments in order. Output the seg-
mented EGY sentence in the following format:
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[1] EGY segment corresponding to the first MSA
segment

[2] EGY segment corresponding to the second
MSA segment

Only output the segments in the specified for-
mat. Do not include any explanations or additional
information.

MSA Segments:
{ ’ | ’.join(msa_segments) }

EGY Sentence:
{ egy_sentence }

Output: """

D Confusion Matrices

We show confusion matrices for the logistic regres-
sion classification, with text, audio or combined
features with the logistic regression in Figures 2–4
We show the confusion matrices for the AraBERT-
based classification models, with only text and com-
bined audio features with AraBERT, in Figures 5–9

Figure 2: TF-IDF + LogReg

Figure 3: Prosodic + LogReg.

Figure 4: Prosodic + TF-IDF + LogReg.
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Figure 5: AraBERT

Figure 6: AraBERT+Pitch mean

Figure 7: AraBERT+LastF0max

Figure 8: AraBERT+LastF0max+F0IQR

Figure 9: AraBERT+Wav2vec2
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