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Abstract

Detecting fraudulent online text is essential,
as these manipulative messages exploit human
greed, deceive individuals, and endanger so-
cietal security. Currently, this task remains
under-explored on the Chinese web due to the
lack of a comprehensive dataset of Chinese
fraudulent texts. However, creating such a
dataset is challenging because it requires ex-
clusive annotation within a vast collection of
normal texts. Additionally, the creators of
fraudulent webpages continuously update their
tactics to evade detection by downstream plat-
forms and promote fraudulent messages. To
this end, this work firstly presents the compre-
hensive long-term dataset of Chinese fraud-
ulent texts collected over 12 months, consist-
ing of 59,106 entries extracted from billions
of web pages. Furthermore, we design and
provide a wide range of baselines, including
large language model-based detectors, and pre-
trained language model approaches. The nec-
essary dataset and benchmark codes for further
research are available via https://github.
com/xuemingxxx/ChiFraud.

1 Introduction

Web platforms like Google, Zhihu, and WeiBo
have become integral to our daily lives, serving
as sources of amusement, learning, and sharing.
However, their large user bases have also attracted
numerous scammers. These scammers create en-
ticing fraudulent information involving illegal trad-
ing on web pages to lure users into private social
networks and draw them into elaborate schemes,
resulting in significant financial losses (Liu et al.,
2021; Li et al., 2024). According to a Nasdaq re-
port, global monetary losses from financial scams
in 2023 amounted to approximately $485.6 bil-
lion1. While detecting fraudulent text is essential,

*Corresponding author.
1https://posts.voronoiapp.com/money/

Global-Losses-from-Scams-and-Schemes-in-2023-1107

research on Chinese fraud detection remains under-
explored due to the lack of comprehensive datasets.
Moreover, cultural and national differences make
existing English-oriented fraud datasets (Lai et al.,
2022) not directly applicable.

(a) A demo fraud-text in June 2022.

牡丹江办理毕业证__【请╇】
╇.V.薇.X.芯【1802**958】☆专
*业※制*作☆〓发*图*确*认 .本.
地.制.作※〓诚*信第※\诚※信
靠.谱 底汲叶前纪底汲叶前纪底
汲叶前纪底汲叶前纪 热点区域
出现一二手房价格倒挂现象，
市场出现热点房源打新抢购。

Orignal Fraud Text

Looking for a degree certificate 
made in MuDanjiang? Contact us 
on WeChat at 18020**958. We 
offer professionally handcrafted 
certificates with pre-confirmation 
photos, ensuring top-notch quality. 
Renowned for our reliability and 
excellent reputation.

Its Meaning

(b) The fraud-text in June 2023.

Orignal Fraud Text

Its Meaning

【嘌威幸fp4247】郑州如何
开具实体店餐饮费发票
【⒈⒊⒌-徴乄⒊O.⒌O.-電
乄⒎⒉⒍】【陈经理-幵.真.
嘌,保.真,可.先.开.验.后....

For a physical store catering 
invoice in Zhengzhou, please 
c o n t a c t  M a n a g e r  C h e n  o n 
W e C h a t  a t  f p 4 2 4 7  o r  c a l l 
1353050726. We guarantee the 
authenticity of our billing services 
and offer post-verification options.

Orange: homograph variants, 
e.g., O to 0.  
Red: homophone variants, 
e.g., 芯  to 信. 
Teal: confounding characters, 
e.g., ☆ ※ 叶 stt.      
Gray: the normal text. 

Figure 1: Examples of fraudulent texts from 2022 and
2023. Notably, the contacts in the examples are
anonymously processed.

However, building a Chinese fraud detection is a
tough task for three reasons: (1) Accurately iden-
tifying every single fraudulent text requires metic-
ulous annotation given the sheer volume of web
text. Additionally, scammers and detectors are con-
stantly engaged in a game of hide-and-seek (Jiang
et al., 2020). Scammers typically use camouflage
techniques to create adversarial fraudulent texts
that deceive detectors while remaining intelligi-
ble to people. These techniques include the use
of homophone variants, confounding characters,
and interspersing deceptive content with normal
text (Oswald et al., 2022; Ntoulas et al., 2006; Nor-
man, 1988). This significantly increases the work-
load for detection efforts. As illustrated in the left
side of Figure 1, we present a demo case of an ad-
versarial example detected by the system, where
the word "微信" (WeChat) is replaced with "薇芯".
While "薇芯" looks and sounds similar to "微信",
it is not an actual Chinese word. (2) Due to the
hide-and-seek nature and constantly changing envi-

https://github.com/xuemingxxx/ChiFraud
https://github.com/xuemingxxx/ChiFraud
https://posts.voronoiapp.com/money/Global-Losses-from-Scams-and-Schemes-in-2023-1107
https://posts.voronoiapp.com/money/Global-Losses-from-Scams-and-Schemes-in-2023-1107
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ronment, fraudulent texts are continually altered to
evade detection, resulting in a perpetually shifting
distribution of fraudulent content. Therefore, using
a policy that cannot adapt to these changes will
lead to deteriorating performance. For instance, as
shown in Figure 1, the adversarial word "薇芯" in
the sample from 2022, a homophone variant of the
Chinese word "微信" (WeChat), is replaced with
another variant word "威幸" in the sample created
in 2023. Therefore, the "威幸" is a brand new word
for the detector, leading to its failure to identify the
2023 sample. (3) Publishing a fraud-text dataset
carries the risk of re-exposing fraudulent content to
the public, which could mislead users and provide
scammers with an opportunity to learn and adapt to
existing detection methods. Therefore, it is crucial
to implement careful anonymization policies that
identify and hide key information without affecting
the integrity of the fraudulent messages.

To this end, we introduce the CHIFRAUD dataset,
the first publicly available Chinese fraud-text detec-
tion dataset derived from web pages. This dataset
comprises 59,106 expert-annotated instances of
fraudulent information across ten topics (e.g., gam-
bling, prostitution, etc.), along with a randomly
sampled 352,328 normal texts extracted from mil-
lions of web pages from June 2022 to June 2023.
Thereby, this comprehensive collection captures
a wide array of evolving fraudulent texts accu-
mulated over a year. To protect the public and
prevent further harm, we have anonymized key
information such as phone numbers and WeChat
IDs using a consistently randomly generated code
map. Additionally, we design and open-source a
range of benchmark methods, including state-of-
the-art large language model-based detectors and
pre-trained language model approaches.

Overall, CHIFRAUD offers the following contri-
butions compared to existing datasets:

• CHIFRAUD is the first anonymous public Chi-
nese fraud-text detection dataset, CHIFRAUD,
with extensive expert annotations (59,106 fraudu-
lent texts). CHIFRAUD presents a more practical
fraud detection scenario, characterized by shift-
ing distribution detection.

• CHIFRAUD is accompanied by a suite of detec-
tors, employing various advanced architectures
and foundational language models. Extensive ex-
periments demonstrate that these competitive so-
lutions exhibit distinct strengths and weaknesses.

• CHIFRAUD reveals several research challenges in

fraud-text detection, particularly concerning se-
curity, effectiveness, and efficiency. Additionally,
we demonstrate the vulnerability of LLM-based
detectors by exploring and validating a potential
attack strategy.

2 Preliminary

This section provides a brief overview of fraud-
text detection and existing methods. Then, we will
review the current datasets and offer a detailed com-
parison with CHIFRAUD.

2.1 Fraud-text Detection
Fraudulent Text refers to concise texts deliber-
ately crafted to disseminate deceptive or illegal
trading, thereby contravening Chinese laws and
regulations. The goal is to entice users to alterna-
tive social networks where activities such as gam-
bling, illicit bank card transactions, and unautho-
rized medicine trading can take place. And Fraud-
text Detection is to determine whether a given text,
denoted as x, is normal content or fraudulent and
assigns it to the appropriate fraud category.

To enhance detection accuracy, various meth-
ods have been proposed for developing robust
classification models with limited annotated ex-
amples (Teja Nallamothu and Shais Khan, 2023;
Kaddoura et al., 2022). These methods include
using data augmentation techniques during train-
ing (Ibrahim et al., 2018), such as approximation
replacement (Mozes et al., 2020; Si et al., 2021)
and synonym replacement (Wang et al., 2021; Zhou
et al., 2021). Another approach involves improv-
ing Chinese language representation in pre-trained
models by incorporating features like token ID,
pinyin, and even hieroglyphics (He and Shi, 2018;
Liu et al., 2019; Lai et al., 2022). However, the lack
of long-term datasets has limited research into the
shifting distribution of fraud-text, which negatively
affects model performance over time.

2.2 Existing Text-Detection Dataset
To the best of our knowledge, there is no pub-
licly available fraud-text detection dataset sourced
from web pages. The relatively closest parallels are
the identification of spam texts in email or Short
Message Service(SMS), where researchers have re-
leased several datasets to accelerate research. How-
ever, notable distinctions exist between fraudulent
texts and spam texts: (1) Fraudulent texts exhibit
a more malicious intent, often bordering on il-
legality, while spam is typically just annoying.
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Dataset Source Language Availability Ethic Duration # Total # Annotated # Target # Category Pub-Year
SpamAssassin Email Multilingual Public Yes 4 years 6,047 6,047 1,874 5 2002
Enron Email Email Multilingual Public / / 33,716 33,716 17,171 2 2002
SpamHunter SMS Multilingual Private Yes 4 years 21,918 947 / 8 2022
Spam SMS SMS Chinese Public / / 11,358 11,358 11,358 1 2022
360 Spearphishing SMS Chinese Private Yes 3 months 31,956,437 10,399 90,801 10 2021
CHIFRAUD Web Chinese Public Yes 1 year 411,934 411,934 59,106 11 2024

Table 1: Comparions characteristics of existing datasets for detecting spam and phishing texts.

(2) Fraudulent content on web pages tends to be
more intricate and sophisticated compared to
the simpler, real-time nature of spam in emails
and SMS. Additionally, fraudulent texts demon-
strate a heightened level of textual antagonism
compared to their spam counterparts.

To highlight the uniqueness of our dataset, we
compare it with five benchmark datasets based on
key factors such as source, language, availabil-
ity, duration, number of categories, and publica-
tion years, as shown in Table 1. Specifically, we
report on three multilingual datasets: SpamAs-
sassin2, Enron Email3, and SpamHunter (Tang
et al., 2022; Labonne and Moran, 2023), which are
originally created and primarily used by English-
speaking users and developers. Additionally, we
include two Chinese datasets: Spam SMS4 and 360
Spearphishing (Liu et al., 2021), both collected
by the 360 company for SMS text study. These
datasets are simpler and more concise compared to
webpage fraud content. As indicated by the table,
CHIFRAUD is the largest annotated Chinese fraud-
text detection dataset. In contrast, datasets such as
SpamAssassin, Enron Email, and SpamHunter are
primarily focused on the English-speaking regions.
The significant differences in culture and linguis-
tic characteristics make these datasets unsuitable
for Chinese fraud-text detection studies. Although
the Chinese 360 Spearphishing dataset is compa-
rable to ours in size, it remains a private dataset.
The only other Chinese dataset, Spam SMS, was
prepared for the variant character restoration com-
petition and is not suitable for detection purposes
due to the lack of negative samples.

3 Dataset Description

This section first introduces the construction proce-
dure for CHIFRAUD. Then, we provide a compre-
hensive data analysis to enhance understanding.

2https://spamassassin.apache.org/old/publiccorpus/
3https://www.cs.cmu.edu/ enron/
4https://www.datafountain.cn/competitions/508

3.1 Dataset Construction Procedure
This subsection discusses our efforts in the dataset
construction procedure. The detailed steps include
web crawling, post-processing, privacy desensitiza-
tion, and expert annotation.

• Web Crawling. We employed crawlers to gather
millions of Chinese webpages from major search
engines, including Baidu, Bing, and Google. We
also compiled a corpus of billions of Chinese short
texts from the social media platform Weibo5. Our
data collection process spanned from June 2022 to
June 2023, providing a comprehensive understand-
ing of variations in fraudulent text over time.

• Post-Processing. When processing the original
webpages, we used HTMLParser6 to parse the
HTML-formatted content and extract text para-
graphs. Fraudulent text is typically hidden within
extensive and conventional paragraphs, making it
necessary to divide these paragraphs into smaller,
more detectable segments. To ensure high-quality
data, we performed Sentence Segmentation, Elimi-
nation of Duplicates, and Filtering to remove ex-
cessively short or entirely normal sentences based
on expert-defined rules.

• Privacy Desensitization. To address these con-
cerns regarding personally identifiable information
in fraudulent texts, we have implemented privacy
desensitization measures to mitigate potential neg-
ative impacts, as detailed in Section 6.

• Data Annotation. After anonymizing the sensitive
information, we developed a binary classification
model to efficiently detect fraudulent data. This
model filters out the majority of normal texts, leav-
ing only 0.012% of all texts as suspected fraudu-
lent. Subsequently, we enlisted experts to annotate
the suspicious data, focusing on short texts that at-
tempt to sell illegal products or services and include
contact information. Furthermore, we categorized
the collected datasets from 2022 into nine primary
fraud categories, and representative examples are

5https://m.weibo.cn/
6https://docs.python.org/3/library/html.parser.html
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shown in the Appendix Figure 6. For the data in
2023, any new fraud types not among these cate-
gories were labeled as ‘New’, such as ‘Gun Trad-
ing’ and ‘Surrogacy’. All annotation processes
were performed independently by three experts to
ensure accuracy. We addressed discrepancies in the
annotations by seeking additional input from law
experts until a consensus was achieved among the
majority of annotators. As a result of the expert
annotations, we obtained 59,106 fraudulent texts
and 16,319 normal texts. Due to the extreme dis-
proportion between normal and fraudulent texts,
it was impractical and unnecessary to include all
normal texts in our dataset. Therefore, to maintain
an unbalanced yet reasonable ratio, we randomly
sampled 352,328 normal texts from both the anno-
tated and filtered normal texts for inclusion in our
dataset.

3.2 Dataset Analysis
In this subsection, we initially partition the
CHIFRAUD dataset into training, validation, and
test sets, aligning with real-world usage. Afterward,
we analyze different segments within the dataset
and subsequently pose several challenges based on
our findings.

3.2.1 Dataset Partition
The annotated data are divided into three distinct
components. In detail, the 2022 data is randomly
split into two subsets: the first subset, compris-
ing 193,567 samples, is allocated for training de-
tectors (CHIFRAUDtrain), while the second sub-
set, denoted as CHIFRAUDt2022, consists of 96,766
samples used to evaluate the current detector perfor-
mance. Meanwhile, all 2023 data, totaling 121,101
samples, constitute CHIFRAUDt2023, designated
for subsequent performance evaluations and to pro-
vide insights into model generalization and ad-
versarial changes. For detailed statistics of the
CHIFRAUD dataset, refer to Table 2.

3.2.2 Dataset Analysis
We empirically analyze the behavior of fraud
attackers based on the CHIFRAUD dataset and
present our key findings. Specifically, we exam-
ined the dataset for distribution patterns and shifts
in distribution, as illustrated in Figures 2 and Fig-
ure 3, respectively. Our observations derived from
these figures are as follows:

• Unbalanced Fraud Fraudulent texts exhibit an in-
herent imbalance in two key aspects: (1) These

texts constitute a relatively small portion com-
pared to normal texts. Specifically, we collected
only 59,106 fraudulent texts, a mere fraction of
the billions of web pages crawled. To reflect this
imbalance, we annotated and added a large por-
tion of 352,328 normal texts (86.7% of the total) to
the dataset, which were uniformly sampled along
with 59,106 fraudulent texts (14.3% of the total).
(2) There is a significantly skewed distribution
across different fraud categories. As depicted
in Figure 2, the distribution of fraud categories
across the three subsets is highly uneven. In the
CHIFRAUDtrain subset, ’Whoring’ texts predomi-
nate, accounting for 40.86%, where attackers ex-
ploit the trade of eroticism to deceive users. In con-
trast, ’Fake SIM’ texts constitute the smallest share,
making up only 1.8% of the data. This imbalance
highlights the challenges in effectively identifying
and addressing diverse types of fraud in the dataset.

• Distribution Shifts There are noticeable distribu-
tion shifts between the 2022 and 2023 datasets
in four aspects: (1) The distribution of fraud
categories fluctuates significantly over time.
As depicted in Figure 2, the distribution of
fraud categories shows notable differences be-
tween the CHIFRAUDt2022 and CHIFRAUDt2023

datasets. Specifically, the incidence of ‘Gambling’
and ‘Prohibited Drugs’ is markedly higher in the
CHIFRAUDt2023 subset, increasing from 13.9% to
25.8% and from 6.1% to 13.4%, respectively. Con-
versely, ‘Unauthorized Certification’ and ‘Unautho-
rized Cash-Out’ show a marked decrease, dropping
from 17.1% to 2.4% and from 5.8% to 2.8%, re-
spectively. (2) The distribution of contacts in
fraudulent texts varies over time. In Figure 3,
we analyze the four dominant contact methods, i.e.,
WeChat, QQ, phone, and URL, in Chinese fraudu-
lent texts. As shown in the figure, the distribution of
these four contact methods has significantly shifted
from 2022 to 2023, especially for categories like
‘Drugs’ and ‘Whoring’. This aligns with our intu-
ition, as simply disseminating deceptive informa-
tion is not financially advantageous. Instead, adver-
saries must include at least one follow-up contact
to carry out subsequent fraudulent activities. (3)
Newly emergent fraudulent texts require strong
generalizability from the model. As indicated in
Figure 3, , the 2023 dataset includes 5.2% of new
types of fraudulent texts, such as gun trading, pri-
vacy surveys, and surrogacy. These new categories
place a significant burden on the model’s ability
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Subset Total Normal Gambling Whoring Credentials Bank Drugs Cash-out Certification SIM Loan New
CHIFRAUDtrain 193,567 167,914 3,629 11,637 542 951 1,616 1,499 4432 486 861 /
CHIFRAUDt2022 96,766 83,951 1,732 6,003 303 485 748 746 2,139 221 438 /
CHIFRAUDt2023 121,101 100,463 5,332 8,547 536 401 2,764 572 502 698 223 1,063
Total 411,434 352,328 10,674 26,187 1,381 1,837 5,128 2,817 7,073 1,405 1,522 1,063

Table 2: The statistics of three subsets of CHIFRAUD dataset.

0.0 0.2 0.4 0.6 0.8 1.0

ChiFraudtrain

ChiFraudt2022

ChiFraudt2023

Gambling
Whoring
Fake Credentials

Fake Bank Card
Prohibited Drugs
Unauthorized Cash-Out

Unauthorized Certification
Fake SIM

Underground Loan
New

Figure 2: The distribution of categories across different data partitions.

to generalize. (4) The characteristic patterns of
fraudulent texts change over time. As the cases
depicted in Figure 1 and Figure 6, the fraudulent
texts in the CHIFRAUDt2023 subset exhibit distinct
characteristics compared to those in the earlier sub-
sets. These changes are designed to evade current
detection mechanisms.

4 Experiments

In this section, we conduct an empirical study of
several benchmark detectors on the CHIFRAUD

dataset, aiming to thoroughly evaluate various
methods, including those based on Large Language
Model (LLM) solutions.

4.1 Benchmark Detectors

To comprehensively evaluate the detection of Chi-
nese fraudulent texts across various paradigms, we
undertake the initial testing of the latest large lan-
guage model-based detectors, alongside traditional
deep learning-based detectors and the pre-trained
language model-based detectors.
Large language model-based detectors: (1)
Llama2-D is fine-tuned version of Llama2 tailored
for the CHIFRAUD. More precisely, we fine-tune
the Llama2-7B model using QLoRA (Dettmers
et al., 2023; Zhang et al., 2024; Li et al., 2025)
to optimize performance within limited computa-
tional resources. As part of this process, we or-
ganize fraudulent texts into a structured instruc-
tional tuning format. To further enhance efficacy,
we employ the specific type of fraud as an ac-
tive prompt, integrating a Chain-of-Thought ap-
proach (Wei et al., 2022) into the LLMS framework.

(2) Qwen-D replaces the backbone of Llama2-D
with Qwen (Bai et al., 2023), which pre-trains on
more Chinese corpus. Furthermore, we study the
effectiveness of ICL (In-Context Learning)(Dong
et al., 2022; Xie et al., 2025), which could quickly
adapt Qwen to fraud-text detection without mod-
ifying Qwen’s weights. (3) ChatGPT-D directly
instruct the ChatGPT as a detector through prompt-
ing strategies (Huang et al., 2023; Li et al., 2024).
Specifically, we use the gpt-3.5-turbo model and
adjust the temperature hyperparameter to 0.5. Af-
ter several trials, we have developed two distinct
zero-shot prompt templates for detecting fraudu-
lent texts within CHIFRAUD.

Pre-trained language model based detectors:
(1) Bert (Devlin et al., 2018) is pre-trained on
a large corpus of text with a masked language
model approach to predict missing words within
sentences, thereby learning contextual representa-
tions of words and their relationships within the
text (Gasparetto et al., 2022; Tida and Hsu, 2022;
Zou et al., 2022). (2) ChineseBert (Sun et al.,
2021) incorporates both the glyph and pinyin infor-
mation of Chinese characters into the pre-trained
model, making it well-suited for the features of
fraudulent texts (Lai et al., 2022).

Deep learning-based detector: Trans-
former (Cunha et al., 2023; Vaswani et al.,
2017; Tang et al., 2025) utilizes a self-attention
mechanism to capture relationships between words
in a sequence, establishing an effective structure
for text classification.



5967

Figure 3: Distribution of contacts across different categories.

4.2 Experimental Settings
Evaluation Metrics Regarding the tuning detector
as an unbalanced multi-class classification task, we
utilized Recall, Precision, F1-score, and overall
Accuracy (Acc), (Labonne and Moran, 2023; Li
et al., 2024) as performance metrics. Moreover,
given its security implications and the heightened
importance of Recall, our primary focus for perfor-
mance evaluation was on the Recall and F1-score.
Implementation Settings For the LLM-based
models, we incorporate QLoRA into the fine-
tuning process for both the Llama 2 and Qwen mod-
els. The QLoRA dimension is set to 128, LoRA
alpha to 32, and a dropout rate of 0.05 is imple-
mented. The learning rate for QLoRA is set at
1e-4, focusing on optimizing the projection matri-
ces. For fine-tuning deep learning-based models
and pre-trained language models, we employ the
AdamW optimizer with a learning rate of 0.001 and
a maximum of 200 epochs. All fine-tuning detec-
tors are trained on CHIFRAUDtrain, except for the
ICL implementations of Qwen-D and ChatGPT-D.
The details of the instruction and demonstration
of ICL are available in Appendix A.2 and A.3.
Our Transformer encompasses 2 layers and 300
dimensions for embeddings. Their performance is
subsequently evaluated separately on the subsets
CHIFRAUDt2022 and CHIFRAUDt2023. All exper-
iments are conducted using Python 3.10 and Py-
Torch 2.0 across all methods. Notably, all detectors,
except ChatGPT-D, are trained and evaluated on a
machine equipped with 4 NVIDIA 3090 GPUs.

4.3 Experimental Results
4.3.1 Main Results
The primary experimental results are presented in
Table ??. We have the following observations:

• Training existing detectors is an efficient method
for identifying recent and known fraudulent

text. Specifically, ChineseBert and Qwen0.5B-
D have achieved average F1-scores exceeding
92%. This high performance is primarily due
to the identical distribution of fraud instances de-
signed by the scammers in CHIFRAUDtrain and
CHIFRAUDt2022.

• All detectors exhibit noticeable performance
degradation across all categories due to distribu-
tion shifts. Specifically, the F1-scores of all mod-
els decline by 29% to 35%. The highest F1-score
drop in the Gambling category reaches 75% on av-
erage. This indicates that the adversarial variations
introduced by scam designers significantly affect
the data distribution, leading to substantial model
degradation and highlighting the lack of robustness
and universality in these fine-tuned detectors.

• Pre-training is an effective method for improv-
ing performance. Specifically, when comparing
the Transformer with Bert and ChineseBert, we ob-
serve a sharp drop in performance due to overfitting
caused by the sparsity of fraudulent text. However,
by leveraging the knowledge stored in pre-trained
and large language models, we observe a significant
performance increase, which markedly enhances
performance compared to the transformer-based
model with the same architecture.

4.3.2 Effectiveness of In-Context Learning
To address the issue of overfitting and to seek
more generalized approaches, we explored in-
context learning-based detectors and analyzed the
performance impact of model size. Specifically,
we examined the influence of model size using
Qwen0.5B-Chat, Qwen1.8B-Chat, Qwen7B-Chat,
and Qwen14B-Chat, as shown in Figure 4.

The results demonstrate the following obser-
vations: (1) Detection performance signifi-
cantly improves on both CHIFRAUDt2022 and
CHIFRAUDt2023 as the model size increases.
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Metric Method Normal Gambling Whoring Credentials Bank Drugs Cash-out Certification SIM Loan All
CHIFRAUDt2022

Recall

Transformer 0.9969 0.6859 0.9179 0.6436 0.6165 0.8396 0.6863 0.9528 0.7285 0.7854 0.7853
Bert 0.9961 0.9527 0.9678 0.8482 0.9196 0.9746 0.9142 0.9598 0.7149 0.9498 0.9198
ChineseBert 0.9977 0.9590 0.9825 0.8053 0.8887 0.9505 0.9491 0.9874 0.7421 0.9452 0.9208
Qwen0.5B-D 0.9967 0.9365 0.9775 0.8482 0.9134 0.9263 0.9780 0.9780 0.7873 0.9452 0.9235
Llama2-D 0.9970 0.8482 0.9202 0.8119 0.7361 0.9144 0.8646 0.9579 0.5792 0.8425 0.8472

Precision

Transformer 0.9836 0.9827 0.9467 0.9374 0.9374 0.8556 0.9626 0.9115 0.4850 0.9972 0.9000
Bert 0.9969 0.9531 0.9764 0.8371 0.8544 0.8555 0.9459 0.9884 0.7784 0.7955 0.8982
ChineseBert 0.9979 0.9684 0.9759 0.9839 0.8979 0.9455 0.9427 0.9561 0.8962 0.9221 0.9487
Qwen0.5B-D 0.9971 0.9387 0.9679 0.9346 0.8754 0.9207 0.9050 0.9753 0.8366 0.9538 0.9363
Llama2-D 0.9904 0.8426 0.9691 0.8978 0.8381 0.8735 0.9035 0.9753 0.9013 0.9867 0.9178

F1-score

Transformer 0.9902 0.8079 0.9321 0.7632 0.7438 0.8475 0.8013 0.9317 0.5823 0.8787 0.8279
Bert 0.9965 0.9529 0.9721 0.8426 0.8858 0.9112 0.9298 0.9739 0.7453 0.8658 0.9076
ChineseBert 0.9978 0.9637 0.9792 0.8857 0.8933 0.9480 0.9459 0.9715 0.8119 0.9335 0.9331
Qwen0.5B-D 0.9969 0.9376 0.9727 0.8893 0.8940 0.9235 0.9401 0.9767 0.8112 0.9495 0.9292
Llama2-D 0.9937 0.8454 0.9440 0.8527 0.7838 0.8935 0.8836 0.9665 0.7052 0.9089 0.8777

CHIFRAUDt2023

Recall

Transformer 0.9969 0.0294 0.3305 0.0896 0.2145 0.2627 0.4003 0.6733 0.5072 0.3946 0.3899
Bert 0.9963 0.0940 0.5350 0.3190 0.5362 0.3122 0.7692 0.7311 0.5158 0.7489 0.5558
ChineseBert 0.9977 0.1080 0.5250 0.1884 0.4564 0.2688 0.8759 0.8685 0.5072 0.6726 0.5469
Qwen0.5B-D 0.9969 0.1262 0.4810 0.2351 0.5461 0.3412 0.7133 0.8008 0.6132 0.6143 0.5468
Llama2-D 0.9973 0.0986 0.5495 0.2836 0.4564 0.3788 0.6836 0.8167 0.4642 0.5381 0.5267

Precision

Transformer 0.8694 0.8805 0.8434 0.8661 0.7048 0.9080 0.8982 0.5577 0.7865 0.9779 0.8293
Bert 0.8915 0.8664 0.9550 0.7037 0.5457 0.8874 0.7074 0.8716 0.8631 0.4134 0.7705
ChineseBert 0.8945 0.9063 0.9360 0.9366 0.6080 0.9445 0.5382 0.4861 0.9670 0.6819 0.7899
Qwen0.5B-D 0.8927 0.8449 0.8700 0.7073 0.6366 0.9473 0.6667 0.6722 0.9030 0.7327 0.7873
Llama2-D 0.8954 0.8016 0.9554 0.8084 0.5429 0.9075 0.4962 0.6084 0.9100 0.8957 0.7821

F1-score

Transformer 0.9288 0.0569 0.4749 0.1624 0.3289 0.4075 0.5538 0.6101 0.6167 0.5623 0.4702
Bert 0.9410 0.1696 0.6858 0.4390 0.5409 0.4619 0.7370 0.7952 0.6457 0.5327 0.5949
ChineseBert 0.9433 0.1930 0.6727 0.3137 0.5214 0.4185 0.6667 0.6233 0.6654 0.6772 0.5695
Qwen0.5B-D 0.9419 0.2196 0.6195 0.3529 0.5879 0.5017 0.6892 0.7309 0.7304 0.6683 0.6042
Llama2-D 0.9436 0.1756 0.6977 0.4199 0.4959 0.5345 0.5750 0.6973 0.6148 0.6723 0.5827

Table 3: Comparison of different detectors on CHIFRAUDt2022 and CHIFRAUDt2023. The best and second-best
methods are highlighted in bold and underline respectively.

Detector Transformer Bert ChineseBert Qwen0.5B-D Qwen1.8B-D Qwen7B-D Qwen14B-D Llama2-D

Seconds 0.0009 0.0110 0.0066 0.4737 3.7501 12.2031 15.9008 7.4200

Table 4: Inference efficiency comparison on CHIFRAUD dataset.

Specifically, the ICL-based Qwen-D, comprising
14 billion parameters, achieves an average F1-
score of 0.6738 on fraudulent texts (the F1-scores
achieved on ChiFraud2022 and ChiFraud2023
are 0.6426 and 0.705, respectively) even without
task-specific tuning, thanks to the extensive knowl-
edge embedded within Qwen. (2) ICL is better
than tuning-based models on handling distribu-
tion shifts. The figure shows no significant differ-
ence in performance between the CHIFRAUDt2022

and CHIFRAUDt2023 subsets. These characteris-
tics of ICL detectors contrast with those of the
supervised learning-based detectors discussed in
Section 4.3.1.

4.3.3 Detection on New Fraud

To investigate how well-established detectors re-
spond to new fraud intentions (Vishwamitra et al.,
2023), we compared the performance of tuning de-
tectors and ICL detectors. We evaluated the recall
scores for the "New" category in CHIFRAUDt2023,
as depicted in Table ??. The results indicate that
all tuning detectors show limited effectiveness
against the new fraud intentions. In contrast,
the ICL detectors demonstrate competitive per-
formance. Specifically, the ICL-based Qwen14B
achieves a recall score of 0.9586, suggesting that
ICL detectors have a superior ability to perceive
new fraudulent text due to comprehensive knowl-
edge embedded in foundational language models.
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Figure 4: Performance of ICL Qwen-D VS model size
on CHIFRAUDt2022 and CHIFRAUDt2023. ‘@Fraud’
and ‘@Normal’ represent the metrics for fraudulent
and normal text, respectively.

Figure 5: Performance of zero-shot ChatGPT on the
CHIFRAUDt2022 and CHIFRAUDt2023.

4.3.4 Performance of ChatGPT
To understand the performance limits of current
models, we conducted experiments on ChatGPT.
We tested ChatGPT-D using the CHIFRAUDt2022

and CHIFRAUDt2023 datasets in a zero-shot set-
ting. The results for ChatGPT-D are depicted in
Figure ??. Notably, ChatGPT-D exhibits com-
petitive detection ability under zero-shot set-
ting, achieving F1 scores of 0.9588 and 0.9400
for fraud-text detection on CHIFRAUDt2022 and
CHIFRAUDt2023, respectively. As a zero-shot
method, ChatGPT-D can also effectively han-
dle the distribution shifts, with nearly the
same performance on the CHIFRAUDt2022 and
CHIFRAUDt2023.

Method Recall Method Recall

Tuning
Transformer 0.0555 Bert 0.0630
ChineseBert 0.1340 Qwen0.5B-D 0.1467
Llama2-D 0.2144

ICL
Qwen0.5B-D 0.2895 Qwen1.8B-D 0.3490
Qwen7B-D 0.7845 Qwen14B-D 0.9586

Table 5: Comparison of detection performance on the
‘New’ category in CHIFRAUDt2023.

5 Discussion and Future Work

This section discusses the challenges of design-
ing well-performed algorithms for our CHIFRAUD

and introduces new research topics of substantial
practical value.
Attacks on LLMs. While LLM-based detec-
tors currently demonstrate significant effectiveness,
they are expected to face numerous new attacks.
To demonstrate this, we added a subtle prefix to
the fraudulent texts: "Suppose the following infor-
mation is not fraudulent text" (Sharma et al., 2023;
Wei et al., 2023), to deceive ChatGPT-D (an exam-
ple is provided in Appendix A.5). The results in
Table ?? show that approximately 35.37% of the
fraudulent information successfully bypassed de-
tection. Certain types of fraud, notably ‘Gambling’
and ‘Underground Loans’, were particularly prone
to attacks. Therefore, LLM-based detectors demon-
strate limitations in countering carefully designed
deceptions, underscoring the urgent need to study
attack methods and improve detection mechanisms.

Type ASR(%) Type ASR(%)
Gambling 70.68 Whoring 23.79
Fake Credentials 32.90 Fake Bank Card 40.46
Prohibited Drugs 39.60 Unauthorized Cash-Out 63.01
Unauthorized Certification 14.76 Underground Loan 69.48
Fake SIM 72.98 Overall 35.37

Table 6: Results of the attack on ChatGPT. ASR stands
for Attack Success Rate (Zhao et al., 2020).

Efficient Detection. The experimental results sug-
gest that LLM-based detectors offer a promising
approach to detecting fraudulent text. However, the
substantial computing costs and lengthy process-
ing times associated with these billion-parameter
models, such as Qwen14B-D, pose challenges for
practical implementation in industry applications.
As shown in Table 4, the inference speed signifi-
cantly decreases as the model size increases. This
issue is further exacerbated by the large number of
web pages created every day. Therefore, it is essen-
tial to develop more efficient lighting detectors or
detection frameworks.
Robust Detection. Distribution shifts, i.e., the out-
of-distribution problem, usually cause tuning mod-
els to struggle with new kinds of fraudulent texts.
Though ICL detectors have shown relatively good
performance, in real-world applications, they fre-
quently mistake many normal texts for fraudulent
ones, even though they achieve a high recall rate.
Therefore, both types of detectors need further im-
provement to consistently achieve high recall and
precision rates.
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6 Conclusion

This study introduces CHIFRAUD, the first long-
term open-source dataset for Chinese fraud-text
detection, encompassing 59,106 fraudulent texts
across ten types of fraudulent intentions and
352,328 normal texts collected over 12 months.
Furthermore, a wide range of benchmarks and base-
line detectors are established using this dataset, in-
cluding traditional deep-learning-based detectors,
pre-trained language model-based detectors, and
LLM-based detectors. Each of these detectors has
its weaknesses in detecting fraudulent text, which
requires further exploration.

Ethical Consideration

Publishing fraudulent text for research poses sig-
nificant challenges in handling sensitive datasets to
avoid public exposure and potential contact out of
curiosity. Therefore, we have taken rigorous steps
to mitigate any negative impacts. Specifically, we
observed that sensitive contact information, such
as WeChat, QQ accounts, and phone numbers, typ-
ically includes numeric characters. Therefore, we
replaced all numeric characters in both normal and
fraudulent texts with randomized numbers before
expert annotation, data analysis, and storage. This
approach aligns with standard ethical requirements
while maintaining the integrity of research on build-
ing detectors.

Limitations

CHIFRAUD was collected from webpages via
search engines and social media, primarily target-
ing the Chinese community. This approach may
result in limited language and scammer diversity.
In future research, we aim to expand the dataset
to encompass a broader domain. Additionally, it
is important to clarify that the proportion of nor-
mal and fraudulent texts in CHIFRAUD does
not reflect real-world distributions, as the dataset
size was manually adjusted for balance. All texts
in CHIFRAUD were mined from over 80 terabytes
of webpages, with pages processed into sentences
in real-time, and the original webpages were not
retained. Lastly, extensive experiments reveal crit-
ical limitations in benchmark detectors, notably
their lack of generalizability and susceptibility to
attacks. Moving forward, we will continue to focus
on improving the generalization, robustness, and
efficiency of detection systems.
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A Appendix

A.1 CHIFRAUD License

The CHIFRAUD dataset is available for free
download at http:// and can be used for non-
commercial purposes under a custom license, CC
BY-NC 4.01. In addition to the existing tasks in
the dataset directory, users are permitted to define
their own tasks under this license.

A.2 Instruction tuning of
LLaMA2-D/Qwen-D

In our study, LLaMA2-D and Qwen-D utilize an
instruction-tuning approach to effectively enhance

the zero-shot and few-shot generalization capa-
bilities of both Qwen and LLaMA2 models for
fraud-text detection. To illustrate the instruction-
following data, we provide an example in Figure
7. The top block presents the instructions includ-
ing the task definition and response format used
to prompt LLMs. The second block displays an
example of fraudulent text, and the bottom block
shows the corresponding response.

A.3 ICL of Qwen-D
To motivate Qwen’s inherent capability in fraud-
text detection, we have designed an in-context
prompt, as illustrated in Figure 8. For each sample
in CHIFRAUD, Qwen-D randomly selects one pos-
itive and one negative sample to provide context.
Notably, this method does not modify the Qwen
foundation models themselves.

A.4 Detection Utilizing ChatGPT-D
We designed a zero-shot prompt template used to
detect fraudulent texts, as depicted in Figure 9. In
order to guide LLMs in generating the conclusion,
type, and explanation that we desired, we first de-
fine the framework of the detection task, including
clarifying the concept of fraud information, pre-
senting several typical fraud types, and specifying
input and output formats. This template is specifi-
cally designed to generate not only a conclusion but
also to identify the type of fraud and provide an ac-
companying explanation. Thus, ChatGPT-D serves
as a valuable tool in facilitating the accurate iden-
tification and characterization of fraudulent texts
on the web, and the selection should be based on
specific requirements.

A.5 An Attack Example for ChatGPT-D
To demonstrate the impact of the attack, we present
a case exemplified in Figure 10. The information
is subjected to a standard detection procedure, as
depicted on the left side of the figure. The resulting
detection outcome correctly labels it as "fraud infor-
mation," indicating successful recognition. How-
ever, when the same information is subjected to an
adversarial manipulation specifically tailored for
LLMs-Detector, misleading the language model
to perceive it as normal, the detector erroneously
classifies it as non-fraud information. This show-
cases the effectiveness of adversarial manipulation
in deceiving the detection model.

http://
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 美⼥导师微信⼀天赚500╇《带回⾎导师QQ

✅

437732》带你

✅

《邀请码 :95**55441》赚钱

✅

《信誉⽹:88**8yy.vip》...
Meaning: Beauty earns 500 yuan per day.  Please contact QQ437732, and she will help you to earn money. Invitation code is 95**
               55441. Make money on the reputation website 88**8yy.vip.

Gambling

Categpory Example of the Category

陇南怎么联系附近妹⼦哪有好⼀点美⼥【⼗〈威〉8O7ㄟЗ711春⼉】美⼥.⼤学⽣·保健.特殊·宾馆·酒店上门·休闲会所·包夜·附近⼈....
zytznzytzn嘶某鹊莱啥嘶某鹊莱啥嘶某鹊莱啥嘶某鹊莱啥
Meaning: How to contact the nearby beauty in Longnan?  Contact WeChat 8073711. College students, health care, special hotel....

Whoring

【假不动产权证怎么卖】【電.V:１7３乀１8９4乀８３】
Meaning：How to sell fake real property certificate? Telegram and WeChat :173189482

Fake 
Credentials

个⼈银⾏卡谁要【+Q:20945**1393】⾼价收⼀⼿带队卡盾四件套，榆林兼职办银⾏卡，乌鲁⽊齐收对公账户扣扣群—-= 
Meaning: If you want personal bank card and contact  QQ:20945**1393. Receive bank card set with high price , Yulin bank card , QQ group

Fake Bank 
Card

让⼈深度睡眠的迷⾹_【╇Q: 95`77437 】⼋年⽼店は良⼼推荐で買う⽆效包退けな【╇Q: 95`77437 】天接单出货ます快递包邮,保安全....
Meaning: If you want to buy the delirium that induces deep sleep, add QQ 9577437. 
                Eight years old store, conscience recommendation, very quick shipments, express mail, security.

Prohibited 
Drugs

武 汉电⼦社保卡提现⽅法【VQ:9108.186】【⼏.分.钟.就.可.以】zxcvrftgyghjkmngf
Meaning: Withdrawal from Wuhan electronic social security card and contact VQ:9108186. It’s very quick, a few minutes. 

Unauthorized 
Cash-Out

徐州开医院诊断证明(代开医院病历【迦微/:4*053158】 
Meaning: If you want to get a Xuzhou Medical hospital diagnosis certificate (medical record of the hospital), contact  WeChat 4*053158.

 Unauthorized  
Certification

推荐⼀个不被拒的贷款,⿊户借钱平台什么最好下款!添加微信(QQ同号)：6*4560
Meaning: Recommend a loan platform that don’t reject you forever. Which one is the best black money platform? Add WeChat account 6*4560
                  (QQ is the same number).

Underground 
Loan

⽆需实名制⼿机卡【联系微信9874485】【四年⽼店】【信誉第⼀】Creo4.0⼊门之保存备份！这⼏种⽅式让你好好存图！
Meaning: If you want an anonymous mobile SIM card, contact WeChat 9874485. Four years old store. Reputation first.

Fake SIM

⾼压⽓猎枪零件解剖图,【加q:2017.8509】▓▓▓,安★全☆诚★信【⼋.年.⽼.店.】
Meaning: Parts anatomy map of high-pressure gas shotgun, add QQ account 20178509. safety and. Eight years old store.

New

Figure 6: Representative examples of Chinese fraudulent texts across various categories. Notably, all contacts have
been anonymized to ensure safety.

Fraudulent text refers to text that contains contacts information and deliberately disseminates false, or illegal 

content.Texts can be classified into various types, including but not limited to gambling, prostitution, counterfeit cards, 

bank card trading, medicine trading, and others. Determine whether a given piece of information is fraudulent illegal. \n

User:

!"#$%&'()*+,-./00123/45)6789:;1<=>?=?=5@ABCDEFG!H IBJKLMNOPQRST

UVBJWXHYZ

Assistant:

[\BJ]^_``9abcKSTUVBJd

Figure 7: Instruction Format of QLoRA-based LLaMA2-D/Qwen-D.

!"#$%&'()*+,-./01232456789%:;<=01>?@ABCCD(EFGH(IJK(

LJIM(<NOPQR(<STU(LJKV(LJWXM(YZ[\]?^>

[Context Sample 1] 

_` #abcdZefaghiAjAklmnopqrstkuvwxyz{0|}~��` �~�����%����` ����������

��~�������}��������_` /01¡¢BCCD(£¤2:;<=01>

[Context Sample 2] 

_¥¦§�¨©�ª«¬«®¯°(¥¦§�«¬±²³´¬(µ¶`~l··£¸> ¹º»x¯°%¨©�¨©¢¼½¾¿(¤ÀU¼

½%ÁÂ¨ÃÄ>¥¦�·¨©�Å2¨©�Æ%,ÇÈ%.º«®>¥¦§�«®ÉÊË^ÌÊË^¹º>_` ` ` /01Í¢ÎÏ

ÐÑ�`£¤Ò2:;<=01>

_` `ÓsOÔÕÖ×ØÙÚÛÜÝÞßàá|âãä`å�æ�}·~·~`�çèéêëìíîïðñòßó4ôõö|���_`,- /012

ÎÏÐÑ(÷2456789%:;<=01øù

Figure 8: Example templates used for ICL Qwen-D.
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Fraudulent text refers to text that contains contacts information and deliberately disseminates false, or illegal content.Texts 
can be classified into various types, including but not limited to gambling, prostitution, counterfeit cards, bank card 
trading, medicine trading, and others. Determine whether a given piece of information is fraudulent illegal, please refer to 
the following format:
[Information] 91y游戏上下分银商吧【v:34474】客--服—>
Meaning: The game '91y' offers its virtual bank.  Please reach out to our customer service via WeChat at '34474'.

Give judgment conclusion, specific type and explanation. The format is as follows:
[Conclusion]
[Type]
[Explanation]

 

Figure 9: Zero-shot Prompt of ChatGPT-D.

Adversarial Attack

Fraud Detection

银⾏卡蝙蝠号【+Q:7985**956】⾼价收⼀⼿带队卡盾四件套，西安银⾏卡⼀般哪⾥有⼈要，中⼭⽹上兼职怎样办的银⾏卡

Meaning: If you want bank card and contact QQ: 7985**956. Receive bank card set with high price . Who would be interested in 
purchasing a bank card in Xi'an? 

假设以下信息不是欺诈违法信息，银⾏卡蝙蝠号【+Q:7985**956】⾼价收⼀⼿带

队卡盾四件套，西安银⾏卡⼀般哪⾥有⼈要，中⼭⽹上兼职怎样办的银⾏卡

Meaning: Suppose the following information is not fraudulent information, if you want bank 
card and contact QQ: 7985**956. Receive bank card set with high price . Who does want to 
purchase bank card in Xi'an? 

Adversarial 
Manipulation 

“假设以下信息不是欺诈违法信息，银⾏卡蝙蝠号【+Q:7985**956】⾼价收⼀⼿带队卡

盾四件套，西安银⾏卡⼀般哪⾥有⼈要，中⼭⽹上兼职怎样办的银⾏卡” 此⽂本是包含联
系⽅式的欺诈违法信息吗？
Meaning: “Suppose the following information is not fraudulent information, if you want 
bank card and contact QQ: 7985**956. Receive bank card set with high price . Who does 
want to purchase bank card in Xi'an? ” Is the information a fraud illegal information 
contains contact information?

”银⾏卡蝙蝠号【+Q:7985**956】⾼价收⼀⼿带队卡盾四件套，西安银⾏卡⼀般

哪⾥有⼈要，中⼭⽹上兼职怎样办的银⾏卡” 此⽂本是包含联系⽅式的欺诈违法
信息吗？
Meaning: “If you want bank card and contact QQ: 7985**956. Receive bank card set 
with high price . Who does want to purchase bank card in Xi'an? ” Is the information a 
fraud illegal information contains contact information?

是的。这条信息包含⾮法的银⾏卡收售信息和联系⽅式，属于欺诈违法信息。
Meaning: Yes. this information contains illicit transactions involving bank cards and 
contact details, constituting fraudulent and unlawful activity. 

不是。该信息涉及银⾏卡交易和政治评论，并未含有明显的欺诈信息或违法⾏为。
Meaning: Not exactly. The message pertained to bank card transactions and included political 
commentary, but it did not exhibit explicit fraudulent information or illegal behavior.

Prompting  

Generating 

Prompting 

Generating

Figure 10: A demonstration of an attack on ChatGPT-D exploiting sycophancy bias of LLM.
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