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Abstract
Parameter-Efficient Fine-Tuning (PEFT) adapts
large language models (LLMs) to specific do-
mains by updating only a small portion of the
parameters. Although fine-tuning on a sin-
gle task within a specific domain has demon-
strated promising results, there remains lim-
ited exploration on how to effectively integrate
these adapters for optimal performance. In this
paper, we propose Adapters Selector (AS): a
novel framework for better integrating usage
of multiple adapters by training a middleman
adapter to select the appropriate adapter for
inference. Our framework utilizes PEFT to
train a selector that determines which input
content corresponds to which task in which do-
main, and subsequently selects the homologous
adapter. By the way, The AS has developed
the capability to execute cross-domain multi-
tasks effectively through the utilization of a
compact model in combination with multiple
LoRA modules. Our code is publicly available
at https://github.com/tirant35/TASA.

1 Introduction

In recent years, large language models have demon-
strated unprecedented performance in various natu-
ral language processing tasks and domain adapta-
tion. If aiming to achieve significant breakthroughs
in a specific domain, it is a common strategy to
fine-tune pre-trained large language models with
small, high-quality domain-specific data(Chung
et al., 2024; Ouyang et al., 2022).

To minimize the hardware expenses for domain-
specific training, a method known as parameter-
efficient fine-tuning(Ding et al., 2023; Mangrulkar
et al., 2022) is commonly employed to re-
place full parameter training in domain-specific
training. PEFT optimizes only a small sub-
set of model parameters while freezing the rest,
thereby significantly reducing existing require-
ments and training costs. Numerous PEFT methods
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have been proposed, including LoRA(Hu et al.,
2021), Adapter(Houlsby et al., 2019), Prompt-
tuning(Lester et al., 2021), Prefix-tuning(Li and
Liang, 2021), IA3(Liu et al., 2022), Bitfit(Zaken
et al., 2021), their variants(Wang et al., 2022;
Zhang et al., 2023; Liu et al., 2024b; Kalajdzievski,
2023; Meng et al., 2024; Wang et al., 2024b;
Rücklé et al., 2020; Pfeiffer et al., 2020; Hu et al.,
2023; Mahabadi et al., 2021) or combinations(Mao
et al., 2021; He et al., 2021) and more.

In comparison with other fine-tuning methods,
LoRA and its variants offer several advantages:
1) they are highly modular and easily mergeable
and separable; 2) they demonstrate strong perfor-
mance even when the amount of training data is
consistent. Despite LoRA’s capability to handle
large model domain tasks, there remains an unex-
plored potential for combining these modules for
multi-task scenarios. Conflicting knowledge from
various disciplines makes it challenging for LoRA
modules from different suppliers to concurrently
support the same LLM. The question persists: can
the combination of these LoRA modules maximize
the domain-specific impact of each adapter to its
fullest extent on a single model?

However, existing methodologies often exhibit
limitations when applied to cross-domain multi-
task scenarios(Crawshaw, 2020; Zhang and Yang,
2021). While these approaches adapt to the multi-
task environment through information sharing and
increased adapters’ connections(Wang et al., 2023a,
2022, 2023c), they also incur training costs and in-
troduce inference delays(Chen et al., 2024b). Fur-
thermore, alternative joint training methods utiliz-
ing multi-LoRA(Wang et al., 2023b; Gao et al.,
2024; Dou et al., 2024) have not yet been proposed
as suitable solutions for addressing cross-domain
multi-task scenarios.

Therefore, the objective of this article is to incor-
porate domain-specific adapters into a base model
while preserving the domain-specific performance
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of each adapter and enabling flexible switching of
different LoRA modules. The LoRA method was
utilized to individually fine-tune the base model
using these datasets in order to obtain multiple
domain-specific fine-tuning weights (Section 3.2).
Subsequently, a unique data selecting method was
employed to filter and merge datasets of equivalent
sizes representing both the domain and task from
each task’s dataset. Through this hybrid represen-
tation dataset, PEFT fine-tuning of the base model
resulted in an adapter capable of recognizing both
the domain and task, which we refer to as a Se-
lector (Section 3.3). The utilization of a selector
maintains adapters’ respective capabilities without
the need for multitasking fine-tuning.

The main contributions of this work are summa-
rized as follows:

• We propose the integration usage method of
PEFT fine-tuning modules into LLMs for
cross-domain multi-task scenarios, with do-
main and task selection facilitated by Selector.

• We propose a Kmeans-based data selection
method for Selector training and updating,
which utilizes the output vectors from the em-
bedding layer of the base model to calculate
the distances between different sample.

• Adapters and selectors are trained separately
on a small model using multi-domain and
multi-task datasets, and we suggest a joint
inference method for adapters and selector.

2 Related Work

2.1 PEFT

The PEFT method decreases the hardware require-
ments for model fine-tuning by significantly reduc-
ing the trainable parameters and optimizing the
state cached in memory. The reduction of train-
able parameters results in a smaller solution space,
enabling the PEFT method to achieve comparable
tuning performance by exploiting local optima of
the pre-trained model.

LoRA(Hu et al., 2021) and its derivatives stand
out among numerous PEFT methods due to their
high performance. LoRA injects trainable rank de-
composition matrices into each layer of the Trans-
former architecture; rsLoRA(Kalajdzievski, 2023)
adds rank stabilization scaling factor; DoRA(Liu
et al., 2024b) optimizes the size and direction of the
weights separately; PiSSA(Meng et al., 2024) ini-
tializes the dominant singular values and singular
vectors for training these matrices.

2.2 Multi-Task Learning with PEFT

The utilization of PEFT in multi-task learn-
ing(Crawshaw, 2020; Zhang and Yang, 2021) has
also resulted in the following advancements:

Adapters are used for code summarization across
different programming languages(Wang et al.,
2023a). HyperFormer(Mahabadi et al., 2021) uti-
lizes shared hypernetworks across layers and tasks
to assign task-specific weights to adapter activa-
tions(Hu et al., 2023). Multitask Prompt Tun-
ing (Wang et al., 2023c)enhances prompt tun-
ing by initially extracting adapted source prompts
for different tasks and then refining them with
low-rank updates. In the context of vision, MT-
LoRA(Agiza et al., 2024) is utilized in a hierarchi-
cal transformer-based MTL architecture to tailor
it for multiple downstream dense prediction tasks.
MFTCoder(Liu et al., 2024a) enables simultaneous
and parallel fine-tuning on multiple tasks.

However, the utilization of PEFT multi-tasking
is centered on dataset construction and syn-
chronous learning, posing challenges in maintain-
ing optimal data performance across various fields.
Our framework retains all the information within
the data, ensuring optimal performance across vari-
ous domains and tasks.

2.3 LoRA Integration for Multi-Task
Learning

New methods for training LoRA module combi-
nations have emerged recently. LoraHub(Huang
et al., 2023) manages new tasks by integrating the
module weights of the current tasks. Various so-
phisticated mixture of expert networks combined
with LoRA modules(Liu et al., 2023a; Gao et al.,
2024; Dou et al., 2024; Feng et al., 2024; Zadouri
et al., 2023; Li et al., 2024) make LoRA capable
of dealing with multi-task scenarios, but require
special moe training methods or structures. These
methods necessitate a trade-off between optimizing
performance for a specific task and the ability to
handle multiple tasks simultaneously.

3 Approach

In this section, we provide a detailed introduction
to the definition and function of our Adapter Se-
lector(AS), elucidating the rationale behind its uti-
lization methodology, the method for its training,
and the process of its updating.
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3.1 Overview of the Framework

Our proposed framework—AS, depicted in Figure
1, incorporates a selector and multiple adapters.
Fine-tuning of models using multi-domain and
multi-task datasets is conducted to optimize perfor-
mance for specific tasks. The mixed representation
dataset is utilized for training the selector to iden-
tify the domain and task of model inputs. Subse-
quently, the fully equipped model, including one
selector and all adapters, is capable of executing
activities in accordance with the reasoning process.

3.2 Adapters

In our framework, adapters are trained on data from
a single task within a specific domain. There is no
requirement for multi-task data construction and
data balancing; only the unique strengths of each
dataset should be utilized and integrated into the
weights trained by PEFT. The LoRA method(Hu
et al., 2021) is employed to train each adapter in
our work for remarkable effects, but it is not re-
stricted to using a single PEFT method. During
domain-specific training, any variant of LoRA or
other fine-tuning methods can be utilized, even in
the presence of conflicts between the two meth-
ods. This is due to our method employing a single
adapter combined on the model during inference.

3.3 Selector Training Method

We conduct data selection on datasets from various
sources to train the Selector, with a focus on the
key factors influencing the screening process being
sentence embedding and distance measurement.

Data Selection Selecting from origin datasets is
an efficient approach to reduce the cost of model
training(Wang et al., 2024a). We apply the Kmeans
method(Chen et al., 2023) with novel embedding
method and distance measurement to select the
training dataset for each task.

Initially, we use the sentence embedding method
to embed the input of each data point, followed
by clustering a specified number of cluster centers
using Kmeans in this input-set. The set of cluster
centers obtained represents the domain-task of this
task in the input element of the data set. Simulta-
neously, with the domain and task as output, we
can construct the representation data set for this
task. The representation datasets for all tasks are
combined and reordered to create a dataset used for
selector training, ensuring an equal amount of data
from each task.

Figure 1: The overall architecture of our proposed AS.
The framework involves three processes. Firstly, every
domain-specific task-specific dataset is used to fine-tune
the model and obtain the adapters index. Secondly, each
dataset should undergo data selection and the resulting
subsets should then be randomly mixed with shuffling
in order to train the selector. Finally, the adapter and
selector are integrated into the base model for inference.

Algorithm 1 Data Selection Algorithm

1: procedure KMEANS(k, D)
2: D′ = {average(d[input] ·Wembedding) |

d ∈ D}
3: Select k initial centroids C =
{c1, c2, . . . , ck} ⊆ D′

4: repeat
5: for i = 1 to |D′| do
6: zi ← argminj distance(xi, ci)
7: end for
8: for j = 1 to k do
9: cj ← 1

|Cj |
∑

x∈Cj
x

10: end for
11: until centroids do not change or a maxi-

mum number of iterations is reached
12: return C
13: end procedure

We firstly compute the embedding vector for
each input in the initial dataset D, and then ini-
tialize k, the number of selecting entries. Subse-
quently, we apply Kmeans clustering with a dis-
tance measure according to the specific steps out-
lined in Algorithm 1. Afterwards, we choose the
set of vector data that is nearest to each cluster
center as the ultimate representation of the dataset.

Sentence Embedding During the process of sen-
tence embedding, we utilize the Embedding layer
from a large language model (LLM) instead of an
embedding model based on BERT.
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Figure 2: The outcomes of applying the aforementioned
data selecting method to the Chinese multi-choice ques-
tion answering data in the financial domain in Section
4.3, utilizing three distance measures for comparison.

We observe that for certain adapter training tasks
with a substantial amount of data, there is a signifi-
cant time investment in generating sentence embed-
dings, whereas calculating with the embedding re-
quires minimal time. Moreover, the upgrade in em-
bedding dimension (from 768 of m3e(Chen et al.,
2024a) to 3584 of Qwen2 embedding layer) and
its ability to be completed using the summation
method with very little memory requirement.

Distance Measure After obtaining the embed-
ding vector, we offer three commonly used dis-
tance measures that can be easily calculated using
kmeans methods: Euclidean distance (L2), inner
product (IP), and cosine similarity (COS). Each of
these measures can be utilized to meet different
deployment requirements and various situations.

Let x = sentenceEmbedding(input1) and y =
sentenceEmbedding(input2), where input1 and
input2 are two different texts and x,y are the corre-
sponding sentence embeddings. The three distance
measures are computed as follows.

L2(x,y) =

√√√√ n∑
i=1

(xi − yi)2 (1)

IP(x,y) =

√√√√ n∑
i=1

xiyi (2)

COS(x,y) =

∑n
i=1 xiyi√∑n

i=1 x
2
i

√∑n
i=1 y

2
i

(3)

Figure 2 illustrates a comparison utilizing the
three distance measures. Measuring with IP will
produce a limited number of results, while using L2
will yield a greater quantity, and employing COS
will fall somewhere in between the two.

3.4 Updating Method
If the selector needs to adapt to a change or if there
is an imbalance in task effects between domains, ad-

Figure 3: The specific steps of selection, switching,
and inference using the inference flow of the AS frame-
work simulate involve separating the model from the
selector and combining it with the adapter selected by
the selector to generate an output from an input with a
domain-task-specific template or instruction.

justments to the selector are necessary. We suggest
fine-tuning again for updating the selector. Mixing
new domain task data with the original training
data simultaneously can effectively tackle this is-
sue. The following are potential update operations
for the selector based on changing requirements,
along with the corresponding data selection method
used for secondary fine tuning.

Add To incorporate new adapters while preserv-
ing the original ones, it is necessary to apply data
selection to the new data and integrate them. To
maintain the original performance of the selector,
this integrated data must retain a portion of the
original training data for each original task.

Balance In the same domain, certain tasks with
ambiguous data boundaries may lack clear differen-
tiation, while other specific data can be effectively
distinguished, necessitating the use of a balancing
operation on the selector. We apply proportional
data reduction for easily distinguishable tasks and
data augmentation for less distinguishable tasks.

Delete When we remove any indistinguishable
tasks or unbalanced tasks, we utilize data selection
on the new data and integrate it with a portion of
the task data that needs to be preserved.

3.5 Inference Process

Once the adapters and selector have been trained,
they can be utilized for collaborative inference. The
inference process begins by loading the selector
along with all the adapters. The only additional
component is an adapter dictionary, which com-
prises an index of adapters, with domain and task
keys serving as identifiers, and the adapter weights
as the corresponding values. The flow of the infer-
ence process is illustrated in Figure 3 in a straight-
forward and effective manner.
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Adapter Selection After the initial input is pro-
cessed by the base LLM alongside the selector,
the model identifies its corresponding domain and
task. Then we locate the appropriate adapter in
the adapters index based on the domain and task
determined by the selector.

Adapter Switching We initially decouple the
model from the selector and subsequently integrate
the selected adapter with the model.

Domain Inference Another function of the
adapter index is to align chat templates or domain-
specific instruction templates with input to enhance
inference performance. Once the input is com-
bined with its corresponding prompt, the model
with adapter undergoes the inference process, re-
sulting in the final output. After completion of a
single inference, the base LLM recombines with
the selector and remains in readiness for the subse-
quent inference request.

4 Experiment

4.1 Research Question

We design experiments to answer the following
research questions (RQs)

RQ1. What different factors influence the effec-
tiveness of AS? i.e. different quantities of tasks
to be consolidated, different parameter configura-
tions utilized in the LoRA training and data select-
ing processes. And does it offer advantages com-
pared to other methods such as multi-task PEFT
and MultiLoRA-like methods?

RQ2. Has the advancement of fine-tuning tech-
niques, particularly the proposal of different itera-
tions of the LoRA method, been advantageous for
our framework?

RQ3. Does our proposed method of updating the
selector through second fine-tuning demonstrate ef-
ficacy, and what are the impacts and consequences
of each update operation?

RQ4. In an age of growing LLM diversity,
can we develop selectors without Qwen2 and still
achieve the same level of efficiency?

4.2 Comparison Models

We utilize LLM in conjunction with the applied AS
framework, as well as various multi-task learning
and multi-LoRA learning frameworks. In order
to optimize the impact of these frameworks, we
have curated datasets containing an equal number
of tasks and utilizing identical LoRA parameters.

MFTCoder By leveraging a combination of di-
verse loss functions, MFTCoder(Liu et al., 2024a)
adeptly tackles prevalent obstacles in multi-task
learning of LoRA, including data imbalance and
divergent convergence rates.

MoELoRA Training LoRA modules in the form
of MoE leverages the benefits of both adaptability
to multitasking and efficient parameter fine-tuning.
Increasing the utilization of experts at higher layers
will improve the efficacy of MoE-LoRA(Gao et al.,
2024). We employ identical fine-tuning parameters
for comparison with our framework.

4.3 Experiment Setup
The detailed scheme of our experimental design
and implementation, as well as the comparison
parameters of different training methods.

Dataset Selection We choose datasets from the
prevalent application domains of LLMS, including
medical, legal, and finance. The examples of the
dataset can be found in the appendix B.

In the field of medical(Med), we initially chose
the MedicalNLP dataset(Jin et al., 2021) for the
Multiple-Choice Questions(MC) and a portion of
the BioInstruct dataset(Tran et al., 2024) for the
Information Extraction(IE). Furthermore, in order
to simulate these ambiguous real-world tasks and
investigate the effectiveness of the selector update
method proposed in Section 3.3, we extracted two
challenging and ambiguous tasks from BioInstruct:
Text Generation(TG) and Question Answer(QA).

In the finance(Fin) sector, we utilize the Fin-
GPT(Liu et al., 2023b) dataset and have specifi-
cally chosen four tasks, which are:Relation Extrac-
tion(RE),Sentiment Analysis(SA),Headline Analy-
sis(HA),Chinese Multiple-Choice Questions(CM).
The final task was selected to investigate the multi-
lingual proficiency in task resolution.

In the legal(Legal) domain, we use the Legal-
bench dataset(Guha et al., 2024), four tasks
were extracted from them: Multiple-Choice Ques-
tions(MC), Information Extraction(IE), Judging
Correct or Incorrect(JW), and Judging Relevant
or Irrelevant(JI).

Metrics We evaluate Selector based on its abil-
ity to accurately assess the domain and task. The
selector’s accuracy(acc.) in assessing domains
and tasks is on par with the adapter’s retention
of domain capabilities. We employ distinct eval-
uation metrics for various tasks. Some tasks are
assessed for accuracy including MC in medical, all
tasks in legal and all tasks except RE in financial.
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selector size embedding distance acc.
Med Legal Fin

ie mc ie mc re sa

1 100*6 m3e L2 0.802 0.974 1.00 0.828 0.999 0.238 0.775
2 100*6 m3e IP 0.813 0.973 0.999 0.950 0.999 0.258 0.699
3 100*6 m3e COS 0.744 0.909 1.00 0.679 0.999 0.684 0.193

4 500*6 m3e L2 0.969 0.993 1.00 0.995 0.999 0.953 0.877
5 500*6 m3e IP 0.959 0.987 1.00 0.995 0.999 0.959 0.812
6 500*6 m3e COS 0.968 0.991 0.999 0.995 0.999 0.923 0.902

7 1000*6 m3e L2 0.982 0.995 1.00 0.995 0.999 0.962 0.940
8 1000*6 m3e IP 0.985 0.992 1.00 0.995 0.998 0.949 0.974
9 1000*6 m3e COS 0.986 0.993 1.00 0.999 0.999 0.952 0.975

10 100*6 embed-layer L2 0.841 0.978 1.00 0.986 0.999 0.498 0.588
11 100*6 embed-layer COS 0.815 0.983 1.00 0.975 0.999 0.262 0.671

12 500*6 embed-layer L2 0.971 0.993 0.999 0.994 0.997 0.912 0.931
13 500*6 embed-layer COS 0.965 0.997 1.00 0.995 0.999 0.902 0.895

14 1000*6 embed-layer L2 0.989 0.999 1.00 0.999 0.999 0.966 0.973
15 1000*6 embed-layer COS 0.985 0.997 1.00 0.995 0.999 0.955 0.965

MTFCoder − − − 0.607 0.756 0.302 0.740 0.364 0.540 0.936
MoE LoRA − − − 0.524 0.746 0.218 0.703 0.360 0.390 0.728

Ours
LLM+Selector14 1000*6 embed-layer L2 0.722 0.875 0.675 0.553 0.622 0.652 0.953

Table 1: The LoRA method with r = 8, alpha = 16, and dropout = 0.05 was employed for training across
varying levels of data selecting, sentence embedding techniques, and Kmeans distance metrics, with the retention
degree effect serving as an indicator for Selector. The final three lines compare domain metrics, attributing our
results to the superior performance of the aforementioned selector with each adapter. The ‘−’ indicates that this
method does not involve this factor.

Bertscore-F1(Zhang et al., 2019) value is used as a
measure of relevance for other generation tasks(IE,
TG, QA in medical and RE in financial).

Experimental Setting We initially finetune 6
tasks from three separate domains on Qwen2-7B.
Subsequently, we train the selector through the AS
framework, and set the number of selection for
each dataset to 100, 500, and 1000 respectively.
The embedding method utilizes both m3e model
and model embedding layer, featuring an embed-
ding size of 768 and 3584, while the distance mea-
surement employes L2, IP, and COS as proposed
in Section 3.3. We concurrently utilize multi-task
LoRA and MoELoRA on the identical dataset for
comparative analysis, with LoRA methods employ-
ing consistent parameters.

Afterwards, we evaluate advanced fine-tuning
techniques and LoRA parameters in order to ad-
dress RQ2. We configured the parameters r
of LoRA as 4 and 8, and α as 16 and 32, re-
spectively. The original LoRA(Hu et al., 2021),
rsLoRA(Kalajdzievski, 2023), DoRA(Liu et al.,
2024b), and PiSSA(Meng et al., 2024) were indi-
vidually utilized for training the selector. In in-
terpreting RQ3, we used different Base version
models of similar size.

Finally, we examine the update functionality of

our selector by comparing three update operations:
add, balance, and delete. The experiment involves
using different data retention ratios for secondary
fine-tuning, specifically 10, 30 and 50 percent.

The devices, model Information and other pa-
rameters utilized are detailed in the appendix C.

5 Result and Analysis

In this section, we present and analyze the experi-
mental findings of AS, followed by an attempt to
address the RQs we formulated.

5.1 Main Results(RQ1)

The following selectors in Table1,2 have been
trained with varying parameters for comparison.

We arrived at the same conclusion as Figure 2,
indicating that when utilizing LLM’s Embedding
layer and IP distance metric, the Kmeans algorithm
selects a reduced number of results and fails to
meet the training requirements of the selector.

AS performed well in the training of six tasks,
and its performance improved as the number of
selected datasets increased. Less data leads to im-
balanced performance and the improvement from
500 to 1000 was not significant. In most cases, the
performance of using embedding layer is 0.5% to
1% higher than using m3e. The experiment demon-
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selector size embedding distance acc.
Med Legal Fin

ie mc tg qa ie mc ji jw re sa ha cm

16 100*12 m3e L2 0.781 0.536 1.00 0.125 0.525 0.958 0.996 0.966 0.977 0.879 0.479 0.947 0.981
17 100*12 m3e IP 0.715 0.019 1.00 0.385 0.687 0.468 0.996 0.992 0.996 0.823 0.302 0.928 0.985
18 100*12 m3e COS 0.807 0.253 1.00 0.468 0.581 0.943 0.996 0.992 1.00 0.913 0.589 0.943 1.00

19 500*12 m3e L2 0.873 0.691 1.00 0.472 0.113 0.996 0.996 1.00 1.00 0.604 0.604 0.970 1.00
20 500*12 m3e IP 0.868 0.434 1.00 0.600 0.521 0.977 0.996 1.00 1.00 0.928 0.97 0.992 1.00
21 500*12 m3e COS 0.872 0.570 1.00 0.464 0.577 0.989 0.996 1.00 1.00 0.962 0.917 0.992 1.00

22 1000*12 m3e L2 0.885 0.645 1.00 0.566 0.479 0.996 0.996 1.00 1.00 0.966 0.977 0.996 1.00
23 1000*12 m3e IP 0.882 0.430 1.00 0.487 0.762 0.989 0.996 1.00 1.00 0.951 0.974 1.00 1.00
24 1000*12 m3e COS 0.890 0.600 1.00 0.574 0.558 1.00 0.996 1.00 1.00 0.992 0.958 0.996 1.00

25 100*12 embed-layer L2 0.788 0.253 1.00 0.747 0.196 0.974 0.996 1.00 0.996 0.683 0.747 0.872 0.989
26 100*12 embed-layer COS 0.795 0.374 1.00 0.577 0.249 0.985 0.996 1.00 1.00 0.751 0.706 0.913 0.992

27 500*12 embed-layer L2 0.873 0.630 1.00 0.479 0.502 0.996 0.996 1.00 1.00 0.951 0.921 1.00 1.00
28 500*12 embed-layer COS 0.875 0.517 1.00 0.592 0.517 1.00 0.996 1.00 1.00 0.917 0.958 0.996 1.00

29 1000*12 embed-layer L2 0.886 0.521 1.00 0.615 0.558 0.996 0.996 1.00 1.00 0.981 0.962 1.00 1.00
30 1000*12 embed-layer COS 0.883 0.506 1.00 0.547 0.574 1.00 0.996 1.00 1.00 0.981 0.966 1.00 1.00

Table 2: When the number of tasks reaches 12, it affects the retention of selectors for domain tasks under different
parameters. LoRA parameters as the training outlined in Table 1.

strates that our framework yields superior perfor-
mance compared to MFTCoder and MoELoRA.

When the number of tasks is increased to 12, the
data size rule still applies. Furthermore, the perfor-
mance of embedding and m3e are comparable; the
performance of tasks within legal and finance re-
mains stable, with retention rates both above 90%.
In Med, TG and QA are below 60%, impacting IE
to below 65%. The performance of tasks in Med
indicates that challenging tasks such as TG and QA
will affect the performance of tasks within a single
domain but have limited impact on those outside
the domain, except for selector28 which affects the
performance of SA tasks in Fin.

In actual scenarios, it is challenging to deploy
more than 12 tasks on a single model, which would
cause memory and load balancing problems.

5.2 Finetune Method(RQ2)

When comparing the performance improvement
achieved by different fine-tuning methods, as de-
picted in Figure 4, it is evident that PiSSA’s per-
formance is subpar due to the lack of specific pa-
rameters inherent to this method. RsLoRA demon-
strates superior convergence speed and effective-
ness when r = 4, while DoRA outperforms at
r = 8. Within the same fine-tuning method, LoRA
and DoRA yield optimal results with r = 4 and
α = 32; whereas rsLoRA and PiSSA perform best
with r = 8 and α = 16.

5.3 Selector Update(RQ3)

The updated method is presented in Table 3, show-
ing good performance of the add operation with
only a 0.5% difference compared to selector28 un-
der the same conditions while retaining the original
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Figure 4: The efficacy of various fine-tuning methods
in selector training across different primary parameters.
When r=8, the percentage of trainable parameters is
0.2643%(DoRA 0.2825%). For r=4, the percentage of
trainable parameters is 0.1323%(DoRA 0.1506%).

data. However, the balance operation struggles to
handle ambiguous tasks, as evidenced by a 33%
decrease in IE performance when comparing origin
and mix3, while TG performance increases by 23%.
In practice, the best solution to distinguish between
ambiguous tasks is simply to delete directly, as it
retains 98.9% of the performance with only 0.1%
retention of origin data.

5.4 Model Universality(RQ4)

Based on the findings presented in Table 4, it is
evident that various models are capable of adapting
to the AS framework. In particular, smaller models
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Selector ratio acc. Med Fin Legal
ie mc tg qa re sa ha cm ie mc ji jw

add origin − 0.965 0.997 1.00 − − 0.995 0.999 − − 0.903 0.896 − −
add new 0 0.451 0.00 0.00 0.713 0.698 0.00 0.00 1.00 1.00 0.00 0.00 1.00 1.00

add mix 1 0.1 0.847 0.038 1.00 0.8 0.660 0.985 0.996 1.00 1.00 0.849 0.838 1.00 1.00
add mix 2 0.3 0.869 0.268 1.00 0.717 0.623 1.00 0.996 1.00 1.00 0.943 0.883 1.00 1.00
add mix 3 0.5 0.870 0.294 0.996 0.645 0.645 0.996 0.996 1.00 1.00 0.970 0.894 1.00 1.00

balance origin − 0.875 0.623 1.00 0.415 0.543 1.00 0.996 1.00 1.00 0.962 0.958 0.996 1.00
balance new 0 0.451 0.00 0.00 0.713 0.698 0.00 0.00 1.00 1.00 0.00 0.00 1.00 1.00

balance mix 1 0.1 0.847 0.038 1.00 0.800 0.66 0.985 0.996 1.00 1.00 0.849 0.838 1.00 1.00
balance mix 2 0.3 0.869 0.268 1.00 0.717 0.623 1.00 0.996 1.00 1.00 0.943 0.883 1.00 1.00
balance mix 3 0.5 0.870 0.294 0.996 0.645 0.645 0.996 0.996 1.00 1.00 0.970 0.894 1.00 1.00

delete origin − 0.875 0.623 1.00 0.415 0.543 1.00 0.996 1.00 1.00 0.962 0.958 0.996 1.00
delete 1 0.1 0.989 0.996 1.00 0.00 0.00 1.00 0.996 1.00 1.00 0.936 0.966 0.992 1.00
delete 2 0.3 0.989 0.996 1.00 0.00 0.00 1.00 0.996 1.00 1.00 0.974 0.932 0.992 1.00
delete 3 0.5 0.993 0.996 1.00 0.00 0.00 1.00 0.996 1.00 1.00 0.992 0.947 0.996 1.00
delete 4 1 0.992 1.00 1.00 0.00 0.00 1.00 0.996 1.00 1.00 0.974 0.951 0.996 1.00

Table 3: The precision of the selector for each domain and task following the completion of each update operation is
achieved. The aforementioned training utilizes identical embedding method, distance metric, and LoRA parameters
as the training outlined in Table 1. Column ratio corresponds to the retention rate of the data used in the first
fine-tuning for the second fine-tuning. The ‘−’ indicates that this method does not consider this factor or task.

Model acc.
Med

Legal Finie mc tg qa

Qwen2-1.5B 0.870 0.438 1.00 0.592 0.525 0.997 0.974
Gemma2B 0.877 0.400 1.00 0.645 0.596 0.999 0.972
Yi1.5-6B 0.874 0.509 0.996 0.611 0.509 0.998 0.966

Qwen2-7B 0.875 0.623 1.00 0.415 0.543 0.999 0.979
Internlm2.5-7B 0.881 0.547 1.00 0.570 0.577 0.999 0.971
Deepspeek-7B 0.864 0.445 0.996 0.589 0.506 0.992 0.966

Llama3-8B 0.785 0.430 0.996 0.540 0.513 0.843 0.892
Yi1.5-9B 0.873 0.430 1.00 0.558 0.615 0.999 0.969

Table 4: Domain task effect retention degree of Selec-
tors trained with base models of different sources and
scales. During above trainings, the model’s embedding
layer, cosine similarity and 500 cluster centers was uti-
lized in data selecting. LoRA parameters as the training
outlined in Table 1.

exhibit impressive performance, with Gemma-2B
even surpassing Yi1.5-6B and Qwen2-7B. The best
performing model in this experiment is Internlm2.5-
7B. However, according to the performance on
Med, this model may struggle with tasks that in-
volve easily confusing elements as well.

6 Conclusion

In this article, we introduce the AS framework,
which employs a data selection method to acquire
representative data and refine an adapter selector
for adapter selection. Experiments have confirmed
the effectiveness of this framework which demon-
strates best practices.

The proposed LoRA modules integration usage
method effectively addresses the challenge of unit-
ing fine-tuning results with varying parameters over

time, allowing for applications in multi-task sce-
narios to be independent from imbalanced datasets
and fluctuating parameters. The incorporation of
large model embedding layers also enhances the
efficiency of training selectors without compromis-
ing effectiveness, while enabling single models to
better adapt to cross-domain multi-task scenarios
through the integration of numerous adapters.

7 Limitations

Having secured satisfactory outcomes in cross-
domain multitasking, our framework faces certain
constraints. Firstly, the two-switch delay and dual
token generation during inference, albeit minimal
with modern computing, require attention. The
selector will add a prefill time and a three-tokens
decoder time. We use the shortest prompt and the
lowest number of output tokens to reduce the de-
lay. Secondly, tackling ambiguous real-world tasks
necessitates precise task segmentation. In order
to simulate these ambiguous real-world tasks, we
extracted two ambiguous tasks from BioInstruct:
Text Generation(TG) and Question Answer(QA).
We are constantly seeking avenues for further learn-
ing and innovation in these areas.
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A Training Prompt

The majority of our experiments utilize the Qwen2-
7B-Base model, and during the training process, we
employ the following prompt. Instruction, input
and output are the three elements of the instruction
data set.

Adapters:

<|im_start|>system
{instruction}<|im_end|>
<|im_start|>user
{input}<|im_end|>
<|im_start|>assistant
{output}<|im_end|>

Selector:

Determine which of the following datapoint is
in which domain, what is the task.
input:{input}
Select from below list:
Domains:{domain_list}
Tasks:{task_list}
Results:
Domain:{output_domain}
Task:{output_task}

B Domain Dataset

The following are illustrative examples of each
dataset utilized for training.
FinGPT:

Sentiment Analysis:

"instruction": "Determine the sentiment ex-
pressed in the news from financial perspec-
tive.Options: negative, positive"

"input": "Apple’s antitrust battle against
Fortnite maker Epic Games is returning to the
courtroom after both sides appealed last year’s
ruling in a precedent setting case over Apple’s
alleged anti-competitive behavior. Last year, a
U.S."

"output": "negative"

Relation Extraction:

"instruction": "What is the relationship be-
tween Lehman Brothers and investment in the
context of the input sentence. Choose an an-
swer from: product/material produced; man-
ufacturer; distributed by; industry; position
held; original broadcaster; owned by; founded
by; distribution format; headquarters location;
stock exchange; currency; parent organiza-
tion; chief executive officer; director/manager;
owner of; operator; member of; employer;
chairperson; platform; subsidiary; legal form;
publisher; developer; brand; business division;
location of formation; creator."

"input": "Lehman Brothers LEH.N shares
fell sharply on Monday on speculation that the
investment bank could be bought for $15 a
share, a price well below current market lev-
els."

"output": "industry"

Headline Analysis:

"instruction": "Does the news headline talk
about price going down? Please choose an
answer from Yes/No."

"input": "april gold down 20 cents to settle
at $1,116.10/oz"

"output": "Yes"

BioInstruct:
Information Extraction:
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"instruction": "Provide a summary of the
important information from a medical history."

"input": "Patient has a history of diabetes,
hypertension, and hyperlipidemia."

"output": "The patient has a history of
chronic conditions including diabetes, hyper-
tension, and hyperlipidemia which require on-
going management."

Question Answer:

"instruction": "Answer patient or caregiver
questions about a specific medical condition or
treatment plan."

"input": "Patient or caregiver questions
about recovery following a surgery."

"output": "Answers to questions such as
what to expect during recovery, how to man-
age pain, and when to contact the healthcare
provider if symptoms worsen or new symp-
toms arise."

Text Generation:

"instruction": "Given a description of a di-
agnostic test or procedure, provide a patient-
friendly explanation of how the test or proce-
dure is performed and what the results may
indicate."

"input": "Magnetic resonance imaging
(MRI) scan."

"output": "An MRI scan is a diagnostic test
used to create detailed images of the inside of
the body. During the procedure, you will lie on
a table and be moved into the scanner, which
uses powerful magnetic fields to create the im-
ages. Results of an MRI can help diagnose
a variety of conditions such as tumors, joint
injuries, or brain disorders."

medQA:
multiple choice questions:

"instruction": "The following are multi-
ple choice questions (with answers) about
medicine."

"input": "Question:A 45-year-old woman
comes to see you for a second opinion regard-
ing an upcoming surgery for pancreatic insuli-
noma. While taking a surgical history, she tells

you she previously had a pituitary tumor re-
sected. For which additional neoplasms might
you consider testing her?A. Medullary thyroid
carcinomaB. PheochromocytomaC. Parathy-
roid adenomaD. Mucosal neuromaE. Multiple
myeloma Answer:"

"output": "C. Parathyroid adenoma"

Legalbench:
multiple choice questions:

"instruction": "Read the segment of a
merger agreement and answer the multiple-
choice question by choosing the option that
best characterizes the agreement."

"input": "How long is the Tail Pe-
riod?Option A: 12 months or longer Option
B: Other Option C: within 12 months Option
D: within 6 months Option E: within 9 months
Merger Agreement: Section 7.02 Effect of Ter-
mination. (b) Company Payments. (i) If this
Agreement is validly terminated (2) the Com-
pany (x) enters into a definitive Alternative
Acquisition Agreement to effect any Compet-
ing Proposal or (y) consummates a Competing
Proposal, (Page 25) Answer and only output
A, B, C or D."

"output": "C. within 12 months"

Judging Correct or Incorrect:

"instruction": "Classify if the description of
each clause is correct."

"input": "Clause: We do not receive your
email address. Description: The policy de-
scribes collection of the user’s e-mail by a
party to the contract. Answer and only out-
put C̈orrectör Ïncorrect.̈"

"output": "Incorrect"

Judging Relevant or Irrelevant:

"instruction": "Classify if the clause is rele-
vant to answering the question"

"input": "Clause: Enhance other informa-
tion we have about you directly or fromOther
Sourcesto help us better understand you and
determine your interests, and to Question: who
will have access to my information? Answer
and only output Irrelevant or Relevant."
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"output": "Relevant"

Information Extraction:

"instruction": "From each excerpt, extract
the names of the defendants that are compa-
nies."

"input": " 16. Plaintiff, as set forth in the
attached Certification, acquired Axiom secu-
rities at artificially inflated prices during the
Class Period and was damaged upon the reve-
lation of the alleged corrective disclosures. 17.
Defendant Axiom is incorporated in Nevada .
The Company2̆019s principal executive offices
are located at Room C, 15/F., Ritz Plaza, 122
Austin Road, Tsimshatsui, Kowloon, Hong
Kong . Case 1:17-cv-04756 Document 1 Filed
06/22/17 Page 5 of 22 6 18. Defendant Ri-
ley (2̆01cRiley2̆01d) has served at all relevant
times as the Company2̆019s CEO, CFO and
Director. Only answer with the company de-
fendants names."

"output": "Axiom Holdings, Inc."

C Training Parameters

The learning rate for training is set at 4e-4. Each
selector has completed five epochs of training and
the model max length is configured to 512. All
experiments were performed on 3 NVIDIA 4090
GPUs with 24GB memory each.

In terms of model selection, the experiments
conducted in response to RQ3 include the fol-
lowing models: Qwen2-1.5B/7B(Yang et al.,
2024), Gemma-2B(Team et al., 2024), Yi1.5-
6B/9B(Young et al., 2024), Internlm2.5-7B(Cai
et al., 2024), Deepspeek-7B(Bi et al., 2024), and
Llama3-8B(Dubey et al., 2024).
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