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Abstract

Psychological Insulin Resistance (PIR) is de-
scribed as the reluctance towards initiation
and adherence of insulin-based treatments due
to psychological barriers in diabetic patients.
Though studies have shown that timely initia-
tion with lifestyle changes is crucial in sugar
control and prevention of chronic conditions
in Type 2 Diabetes (T2D) patients, many pa-
tients often have deep-rooted fears and misgiv-
ings related to insulin which hinder them from
adapting to an insulin-based treatment regimen
when recommended by healthcare specialists.
Therefore, it is vitally important to address and
allay these fallacious beliefs in T2D patients
and persuade them to consider insulin as a treat-
ment option. In this paper, we describe the
design of PIRsuader, a persuasive chatbot for
mitigating PIR in T2D patients. In PIRsuader,
we effectively harness the conversation genera-
tion capabilities of state-of-the-art Large Lan-
guage Models via a context-specific persuasive
dialog act schema. We design reward func-
tions that capture dialog act preferences for
persuading reluctant patients and apply rein-
forcement learning to learn a dialog act predic-
tion model. Our experiments using a collection
of real doctor-diabetic patient conversations in-
dicate that PIRsuader is able to improve the
willingness in patients to try insulin as well
as address specific concerns they have in an
empathetic manner.

1 Introduction

According to the International Diabetes Federation
(IDF), in 2021,1 about 10.5% of the adult popula-
tion had diabetes. It was estimated that diabetes
was responsible for 6.7 million deaths that year
and projected that 1 in 8 adults may be living with
diabetes in 2045. Of the diabetic patients, it is esti-
mated that about 90% have Type 2 Diabetes (T2D),
as a result of various socio-economic, demographic,

1https://diabetesatlas.org/

environmental, and genetic factors (Wu et al., 2014;
Dai et al., 2023).

Insulin is an essential hormone produced by the
body for converting food to energy and managing
blood sugar levels. In diabetic patients, the body
is unable to make enough insulin or use it properly
due to which medications and sometimes, insulin
therapy are needed for managing their blood sugar
levels. Indeed, studies indicate that early initiation
of insulin is crucial for prevention of chronic com-
plications for T2D patients (Davies et al., 2022).
However, many patients delay initiation of insulin
therapy despite advice from healthcare profession-
als, often considering it only after the failure of
other treatments (Balogh et al., 2020). This phe-
nomenon, referred to as ‘psychological insulin re-
sistance’ (PIR), has been attributed to barriers such
as the fear of hypoglycemia, the need for glucose
monitoring, the stigma and fear associated with
the methods of insulin administration (injections),
misconceptions related to gaining weight, lifelong
commitment etc (Peyrot et al., 2005; Hussein et al.,
2019; Galdón Sanz-Pastor et al., 2024). Delays
in insulin initiation not only will result in many
complications to the patients at individual level but
can also become an encumbrance to the healthcare
budget and economy (Bommer et al., 2018).

Recent studies have indicated that educational
programmes soon after diagnosis regarding treat-
ment options increase the likelihood of patient ad-
herence and it is of utmost importance to help T2D
individuals “learn and recognize the potential per-
sonal value of initiating insulin treatment” as well
as address their negative beliefs about insulin to
overcome this reluctance towards insulin as well
as ensure their treatment adherence and long-term
outcomes. PIR can be effectively resolved when
healthcare professionals take the time to address in-
jection concerns by showing and/or demonstrating
the actual injection process, explaining the benefits
of insulin, and adopting a collaborative, communi-

https://diabetesatlas.org/
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Dialog Act Utterance
neutral_to_info. Client: I’m just here to chat about my diabetes management,

nothing too serious.
propose Counselor: Have you considered trying insulin for better control of your

blood sugar levels and to prevent potential long-term complications?
deny_to_try Client: I’m really not sure about trying insulin; it just seems uncomfortable

and inconvenient, especially when I’m out eating.
offer_relief Counselor: I understand your concerns about discomfort, but there are options

like once-a-day injections that can be taken at home,
minimizing any inconvenience.

Table 1: An example snippet from a conversation in PIRsuader

cation style (Polonsky et al., 2019; Snoek et al.,
2021). However, healthcare professionals who are
often overloaded and suffer from work stress and
burnout may not always be available to gently per-
suade T2D patients into overcoming their PIR (Por-
toghese et al., 2014). Instead, can we develop a
counseling chatbot that can gently and effectively
allay the concerns and fears of reluctant T2D pa-
tients, educate them on the benefits of insulin, and
persuade them for insulin initiation?

Persuasion is a communication skill employed in
everyday life (Burns, 1991; O’Keefe, 2018) to in-
fluence other people’s thoughts and opinions using
convincing arguments and facts, and sometimes, by
exploiting their biases and emotions (Zeng et al.,
2024). Persuasion has often been employed to en-
able individuals into considering alternatives view-
points for a given situation during their decision
making and can be harnessed effectively for the
purposes of “social good" such as donations to
charities or counseling people into seeking therapy
for their mental health problems (Wang et al., 2019;
Chen and Yang, 2021).

However, it is challenging to computationally
model persuasion in language generation, and
this capability is not transferrable across domains.
Therefore, several studies focus on the identifi-
cation of persuasion strategies for a specific con-
text (Tan et al., 2016; Hidey and McKeown, 2018;
Wang et al., 2019). We adopt a similar approach
and investigate how to generate persuasive dialogs
with Large Language Models (LLMs) for our spe-
cific context of conversing with T2D patients. In
our chatbot, we seek to mitigate a patient’s PIR to-
wards insulin treatment and allay their deep-rooted
negative beliefs and fears regarding insulin. Our
contributions are as follows:

• We develop a schema of dialog acts for charac-

terizing empathetic, persuasive conversations
with patients of Psychological Insulin Resis-
tance. Our schema can be used to suitably
“prompt” LLMs, providing a basis for dialog
generation with the objective of mitigating
PIR in T2D patients through persuasion.

• We employ conversation analysis on a col-
lection of real patient-doctor conversation
transcripts to extract insulin-related concerns,
questions and responses. The insights derived
from this analysis are used in combination
with our proposed schema to “mimic” realis-
tic persuasive client-counselor conversations.2

Using two reward functions that capture pref-
erences between utterances in persuasive dia-
log, we learn a dialog act predictor for persua-
sive counseling using Reinforcement Learn-
ing. In this manner, we overcome the lack
of annotated data while designing PIRsuader,
our novel, domain-specific chatbot for coun-
seling PIR clients.

Our datasets of patient case notes as well
as crowd-annotated conversations for spe-
cific persuasive aspects are released for re-
producibility and to enable future research.3

A conversation snippet from our collection is
shown in Table 1 for illustration.

Organization: In the next section (Section 2), we
present the schema developed by us for persuading
PIR patients. Section 3 describes our dialog system
framework for generating persuasive conversations
along with the reward functions used to learn a dia-
log act predictor. In Section 4, we summarize our
datasets, experimental setup, results and findings.

2Given the counseling context, we refer to T2D patients
with PIR, alternatively, as clients in this paper.

3https://github.com/NUS-IDS/coling25pirsuader

https://github.com/NUS-IDS/coling25pirsuader
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Closely related works are summarized in Section 5,
and we conclude our paper with a discussion on
possible future work in Section 6. Some limitations
of our study are highlighted in Section 7.

2 Dialog Acts Schema for PIRsuader

In a recent study, Zeng et al. (2024), presented a
comprehensive taxonomy for persuasion strategies
based on an extensive survey of Social Science and
Psychology research. They grouped ethical per-
suasive strategies into 13 broad strategies such as
Information-based (presenting evidence and facts),
Emotion-based (appealing to a person’s positive or
negative emotions), and Credibility-based (where
expert endorsement is used). As our focus is on
conversations, we consider “dialog acts” to enable
a specific persuasive strategy, and we extend recent
taxonomies for persuasive and empathetic dialog
and modify them for our specific scenario of coun-
seling PIR clients (Wang et al., 2019; Chen and
Yang, 2021; Svikhnushina et al., 2022).

Our target users are PIR patients who were pre-
scribed insulin by their doctors but are reluctant to
adopt the same and our objective is to mimic the
role of health counselors who handle such clients
by eliciting their reasons for resistance and provid-
ing any information which can clarify their misun-
derstandings thus persuading them towards insulin
treatment. Not all persuasion strategies are appli-
cable to our scenario. For example, persuasion
strategies targeting reciprocity, loyalty or creating
a sense of scarcity or pressure are improper in our
usage context (Zeng et al., 2024).

In Table 2, we list the dialog acts most relevant
to persuasive dialog in our setting along with
examples. The full list used in PIRsuader is
provided in Table 10 of the Appendix. In Table 2,
acts such as provide_insulin_information,
logical_appeal, suggest_a_reason are
“information-based”, whereas emotion_appeal
and motivate are “emotion-based” and
“appraisal-based”, respectively (Zeng et al.,
2024). The credibility_appeal act cap-
tures utterances that reference expert endorse-
ment and dialog acts that mostly involve
questions such as ask_about_consequence,
ask_about_antecedent, ask_concerns align
with the Socratic method, where questions are
used to elicit critical thinking in persons through
open-ended questions on other possibilities and
alternatives (Neenan, 2009; Vittorio et al., 2022).

Given the above described possible dialog acts for
our usage, we now address how to incorporate
them within our PIRsuader chatbot.

3 Methods

Large language models (LLMs)-powered chatbots
are now common due to their human-like capabili-
ties with respect to language understanding and re-
sponse generation. Several state-of-the-art (SOTA)
LLMs such as from the GPT-family (Ouyang
et al., 2022; OpenAI, 2023), Vicuna (Chiang et al.,
2023), LLaMA2-Chat (Touvron et al., 2023), and
Qwen2 (Yang et al., 2024) provide easy-to-use
APIs and can be efficiently incorporated into a
dialog system via suitable instructions/prompts.
Indeed, it is no longer necessary to train current-
day dialog systems end-to-end by employing large
datasets. Despite this noteworthy development, re-
lying on the planning capabilities of LLMs may
not suffice to steer conversations in contexts that
involve specific objectives such as negotiation or
tutoring. It has been observed that a “dialog policy”
that provides appropriate instructions to the LLM
during an interaction while tracking these objec-
tives is necessary for building an effective dialog
agent (Jang et al., 2022; Deng et al., 2024) and self-
refine methods with Reinforcement Learning are
heavily employed for this purpose (Madaan et al.,
2023; Ouyang et al., 2022).

Based on these observations, in PIRsuader, we
rely on the SOTA LLM’s response generation abili-
ties and focus instead on building a suitable dialog
act prediction model. That is, our dialog act predic-
tion model ensures that LLM responses are geared
towards the objective of persuading PIR patients by
steering the conversation via appropriate “dialog
act” inputs to the LLM.

3.1 System Setup

We adapt the recently proposed plug-and-play pol-
icy dialog planner setup from Deng, et al. (2024) in
PIRsuader. The outline of our system is illustrated
in Figure 1 and our goal is to learn the reward func-
tions and dialog act predictor for our setting (part
2 in this figure).

Since annotated data for learning dialog act pre-
diction for persuasion in our specific context is
unavailable, we first learn a baseline predictor via
data augmentation by generating synthetic conver-
sations with LLMs (Van et al., 2021; Sahu et al.,
2022). That is, we use two LLMs to separately
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Dialog Act Description
provide_insulin_information Provide information in response to a question on insulin

or diabetes.
Example: Common side effects of insulin include low blood sugar, weight gain, and injection site . . .
ask_concerns Ask about concerns related to insulin
Example: Can you share more about what is holding you back from trying insulin?
propose Suggest trying insulin
Example: Have you considered trying insulin to better manage your blood sugar levels?
logical_appeal Provide logical reasoning to trying insulin
Example: Uncontrolled diabetes is a primary contributor to kidney issues, so using insulin to . . .
emotion_appeal Emotionally appeal to why they should try insulin
Example: Think about how starting insulin could help . . . enjoy more of life’s moments without . . .
credibility_appeal Use research studies to convince why they should try insulin
Example: Research shows that delaying insulin therapy when it’s needed can lead to, . . .
ask_about_consequence Ask about the result of the described action or situation
Example: What do you think might happen if your blood sugar levels remain consistently high . . .
ask_about_antecedent Ask about the reason or cause of the described state or event.
Example: What has led you to feel hesitant about starting insulin at this time?
suggest_a_reason Suggest a specific reason or cause of the event or state
Example: Have you considered that insulin use doesn’t have to be a lifelong commitment?
motivate Encourage the speaker to move onward
Example: Trying insulin could be a game-changer for your morning blood sugar . . .

Table 2: List of Persuasive Dialog Acts used by the Counselor in PIRsuader with examples

role-play the two “actors”: (1) a client with PIR
and (2) the counselor who seeks to persuade the
client (Part 1 in Figure 1). In each turn, appropriate
dialog acts are selected from the provided schema
for the two roles based on the LLM’s inherent un-
derstanding of how to persuade (as frozen in its
parameterized knowledge). The precise prompt
templates are listed in Table 12 of the Appendix.

deny_to_try
ask_concerns, logical_appeal, emotion_appeal,
credibility_appeal, ask_about_consequence,
ask_about_antecedent, suggest_a_reason,
motivate
express_interest
amplify_excitement, motivate, compliment,
provide_insulin_information, support
neutral_to_information
credibility_appeal, motivate, compliment,
provide_insulin_information
counter_information
credibility_appeal, provide_insulin_information

Table 3: Possible dialog-act pairs used in persuasion

3.2 Reward Functions
Motivation: Given the counselor’s objective to mit-
igate PIR in the client, mentions of benefits of in-
sulin and indications to switch to insulin will natu-
rally occur during interactions with the client (For

example, using the propose dialog act from Ta-
ble 2). In response, the client may express interest
in knowing more details, express specific concerns,
or express refusal.4 Indeed, it is precisely at these
points the counselor would engage in persuasion
strategies with the intent to influence the client. For
example, against a refusal, the counselor may ask
questions to understand further or appeal to logic or
emotions in the client based on their assessment of
the client’s psyche. It is these act preferences that
our automatic dialog act predictor needs to learn to
model in PIRsuader to increase the likelihood of
a successful persuasion.

The list of “client dialog act, counselor persua-
sive act” pairs whose preferences need to be cap-
tured in our reward functions are shown in Table 3.
Based on previous works (Deng et al., 2023; Feng
et al., 2023), we designed the following reward
functions for our setting:

1. Preference-based Reward (PBR): This re-
ward function is learnt by modeling human prefer-
ences data. For each of the client’s acts listed in
Table 3, we sample pairs of possible counselor act
choices and generate the responses with an LLM.
Next, we ask human annotators to select which of

4The client dialog acts are listed in Table 10.
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the two responses is likely to be more persuasive
to the client given the conversation snippet. This
human feedback is used to train a reward model by
converting the pairwise preference data to a binary
comparison (chosen versus rejected) and learning a
function that scores the human preferred response
to have a higher score than its counterpart. This
model trained via the popular RLHF procedure (Re-
inforcement Learning using Human Feedback) is
able to process a conversation snippet and output a
scalar score as reward (Ouyang et al., 2022).

2. Critic-assessed Reward (CAR): This reward
function is learnt by using LLMs in the role of
a Critic. Once again, the dialog act pairs in Ta-
ble 3 are used to tentatively model the conversation
completion by generating the next two utterances
(one by the Counselor LLM and one by the Client
LLM). At the end of this completion, the Critic
LLM is used to assess how willing the client is to
try insulin on a Likert-scale of 1 (least willing) to
5 (most willing) based on the conversation snip-
pet. The generated snippet-rating pairs are used to
learnt a five-class classification model that acts as
our reward function during RL. Previously, Critic
LLM-generated rewards were used at every turn
in an RL framework using the conversation gener-
ated so far (Madaan et al., 2023; Jang et al., 2022;
Deng et al., 2024). We generate possible “future
conversation” and learn a reward function based on
“potential willingness” as assessed by the Critic.

Figure 1: System Outline for PIRsuader

4 Experiments

Conversations Dataset:As part of a large project
that uses AI methodologies for transforming health-
care for chronic conditions such as Diabetes, Hy-

pertension and hyperLipidemia (JARV ISDHL),
we have access to a collection of (fully-
anonymized) doctor-patient interactions from a lo-
cal hospital.5 We subsetted about 74 transcripts of
sessions between diabetic patients and their spe-
cialist doctors from this collection. From manual
examinations, we note that during these sessions
the doctor reviews the patient’s overall manage-
ment of their condition and recommends insulin
treatment due to their poor control of diabetes. In
most cases, the patients are unwilling to act on this
recommendation and express various reasons for
their reluctance ranging from not wanting “holes”
in the body, not working for somebody else, cost
of injections, fear of life-long injections, etc. A
snippet from our dataset is shown in Table 4 for
illustration:

Doctor: Injection ah? Why? Because it’s painful
or what?
Patient: It’s not painful but I feel that ...I just feel very
uncomfortable.
Doctor: Uncomfortable?
Patient: Yah, because I (have) gone through a lot
of [brief pause] errr, so-called, testing blood. Yah,
a lot! You see this month, maybe three, four time(s).
Doctor: Blood-taking ah, is very different from
insulin injection.
Patient: Oh.
Doctor: The needles are different. The needles are finer.

Table 4: Snippet from a real doctor-patient conversation

The patient-doctor conversations in this collec-
tion are long and, on average, have ∼200 turns.
The conversations were manually-labeled to indi-
cate if the patient agreed to try insulin at the end of
the session. Overall, only 31% of the patients were
willing to try insulin by the end of their sessions.

Data for PIRsuader: We employ LLMs to
convert the above conversations for training our
counseling chatbot for PIR mitigation as follows:
We first apply conversation analysis prompts with
LLMs to summarize a patient’s persona, their con-
cerns and reasons for not wanting to adopt insulin
treatment, along with how the doctor addresses
the same to form a “case note” for a PIR client
based on their conversation transcript. The client’s
concerns and persona are used in role play by the
Client LLM whereas the doctor responses are used
by the Counselor LLM in conjunction with various
dialog acts for generating responses for mitigat-
ing the client’s concerns. For example, one of the
utterances from our counselor LLM includes “I un-

5https://ids.nus.edu.sg/aiinhealth.html

https://ids.nus.edu.sg/aiinhealth.html
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derstand your worries about discomfort, but with
options like once-a-day injections at home and us-
ing fine needles, it can be a much more manageable
experience”. The prompt templates used for creat-
ing case notes and role play are listed in Tables 8
and 12 of the Appendix and our dataset is made
publicly-available for enabling future research.3

We note that a novel application such as
PIRsuader is only possible due to the remarkable
instruction understanding and language generation
capabilities offered in SOTA LLMs that enable data
augmentation for learning the dialog act model. As
such, gathering data from the ground up for an
application like ours to learn a dialog agent (tradi-
tionally) would have been rather challenging con-
sidering the health care domain with its privacy
constraints. We train the baseline dialog-act pre-
diction model on the data obtained with role play.
This model is further fine-tuned using RL with the
two reward functions, PBR and CAR.

4.1 Crowd-annotated Data

For collecting preferences data for learning the
PBR reward model (task-1), and for evaluating
the generated conversations (task-2), we employed
the crowd annotation platform from Amazon Me-
chanical Turk.6 In task-1, for a given conversation
snippet, annotators select which of two counselor
utterances (each generated using a different dialog
act) is better given the conversation so far and the
final goal of persuading the client. In task-2, an-
notators answer a list of four questions related to
conversation quality capturing the persuasiveness,
empathy, and specificity of information in coun-
selor responses and change in willingness of the
client. More details are provided in the Appendix,
Tables 9 and 11.

Annotation Quality: As in similar works (Wang
et al., 2020; Gollapalli and Ng, 2022), worker qual-
ity was ensured by requiring the crowdworkers to
have greater than 98% HIT (“Human Intelligence
Task”) approval rate, a minimum of 10,000 HITs,
be located in the United States (for language abil-
ity) and only selecting those workers who pass the
qualification tests (different for each task) with a
score of 80% or above. On par with similar tasks,
we paid each worker about USD 0.20 per HIT for
task-1 and each HIT was annotated by two work-
ers. For the more complex task-2, each HIT was
annotated for quality by five annotators who were

6https://www.mturk.com/

paid USD 0.40 per HIT. In total, we evaluated 78
conversation snippets for task-2 and 717 utterance
pairs for task-1.

Since each HIT is rated by different set of ran-
dom “k” raters, we use ICC1k scores that indi-
cate the mean reliability of raters for computing
inter-rater reliability (IRR) scores for our annotated
datasets (Koo and Li, 2016). The ICC1k values
were 0.53 for preferences data (task-1), and 0.85
for persuasiveness, 0.66 for willingness, 0.52 for
empathy, and 0.93 for specificity for conversation
quality ratings data (task-2).

The IRR scores show moderate reliability for
task-1 and good, and excellent reliability on the
persuasiveness and specificity ratings of counselor
responses, respectively, and good, and moderate
reliability for willingness of the client and empathy
ratings. Therefore, while using task-1 data in PBR,
we only consider examples where both the work-
ers selected the same response (unison rating) and
the resulting dataset has 493 utterance preferences.
For task-2 data, since the IRR scores are high, we
directly used means of all the ratings.3

Experimental Setup: All experiments were per-
formed on a single GPU of an Nvidia Tesla clus-
ter (Linux) machine with 32GB RAM. The base-
line predictor for dialog acts was learnt using the
FlanT5-large model.7 The dialog act models are
trained to predict which of the dialog acts the Coun-
selor LLM must use next, given the dialog his-
tory. We used the Roberta-large8 model for both
our reward functions–PBR predicts a scalar score
whereas CAR is a classification model predicting
one of Likert scale values from 1 to 5 that are nor-
malized between 0 and 1 for a reward. Reinforce-
ment Learning was performed with the TRL library
using the Proximal Policy Optimization (PPO) al-
gorithm (Schulman et al., 2017).9 For LLM, we
used GPT-4o-mini via the OpenAI API in view of
its cost-efficiency, and on-par performance with
GPT-4o for our task in preliminary runs.10 We did
not investigate other LLMs in view of the focus in
this study and due to the competitive performance
with OpenAI models.

7https://huggingface.co/google/flan-t5-large
8https://huggingface.co/FacebookAI/

roberta-large
9https://huggingface.co/docs/trl/index

10https://platform.openai.com/docs/models/
gpt-4o-mini

https://www.mturk.com/
https://huggingface.co/google/flan-t5-large
https://huggingface.co/FacebookAI/roberta-large
https://huggingface.co/FacebookAI/roberta-large
https://huggingface.co/docs/trl/index
https://platform.openai.com/docs/models/gpt-4o-mini
https://platform.openai.com/docs/models/gpt-4o-mini
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4.2 Evaluation and Results
Dialog Act Prediction: Since ground-truth conver-
sations annotated with dialog acts from our schema
are unavailable, it is not possible to evaluate the
correctness of the dialog act labels predicted by our
RL-trained models. However, considering that we
created our initial dataset for training the baseline
model using LLMs, we can compare the LLM-
picked dialog act labels with those obtained with
RL-PBR and RL-CAR to characterize their differ-
ences. The overlap in the labels of the test dataset
was 47.50% and 44.37%, respectively, which es-
sentially indicates that the RL model predictions
diverge with those of the default LLM more than
half the time.
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Figure 2: Distribution of counselor dialog-act prefer-
ences for a given client dialog-act

Human Preferences: We convert the prefer-
ence pairs data collected in task-1 into a prob-
ability distribution to highlight what human an-
notators consider a better dialog act/utterance for
the counselor given a specific dialog act/utterance
by the client (Table 3). It can be seen in Fig-
ure 2, that when the client expresses interest or
is neutral towards the presented information, em-
ploying the dialog acts which provide more in-
formation on insulin, motivating, or citing cred-
ible sources are more helpful than the other di-
alog acts. Interestingly, when the client ex-
presses reluctance to try insulin, the Socratic di-
alog acts which probe reasons (ask_concerns)
or elicit reflection (ask_about_consequence,
ask_about_antecedent) are the most helpful for
persuasion. Not surprisingly, the Socratic ques-
tions are well used in counseling and coaching con-
texts to enable a cognitive change in clients through
self-reflection (Neenan, 2009; Vittorio et al., 2022).

Conversation Quality: For our final evaluation,

Feature PBR CAR GPT
willingness (unchanged) ↓ 78 64 72
willingness (improved) ↑ 15 31 11

questions ignored ↓ 20 13 22
questions answered ↑ 76 83 74

not empathetic/inconsiderate ↓ 52 38 54
empathetic ↑ 48 50 46

persistent ↓ 27 12 50
persuasive ↑ 39 45 32

Table 5: The percentages of conversations are marked
for specific features for the three experimental settings.
↑ and ↓ are used to indicate if a higher or lower score is
preferred for a given feature.

we focus on our end-goal, viz., that of persuading
clients with PIR. For this, we randomly selected 13
patients (∼17% of the conversations dataset), half
of whom showed willingness to try insulin. After
creating case notes for these patients, we gener-
ate conversations using role play with the Client
and Counselor LLMs (as presented in Section 3.1)
in two settings: with and without the client’s per-
sona information. For each of the two settings,
we generated three conversations– (1) PIRsuader
with PBR-chosen dialog acts, (2) PIRsuader with
CAR-chosen dialog acts, and (3) using (default)
GPT-4o-mini chosen dialog acts. In total, about
78 conversations were generated for about 20 turns
between the counselor and the client (we exit early
if the end_conversation dialog act is seen dur-
ing a run). We preferentially selected snippets
from the conversations where a deny_to_try act
is seen from the client if it’s available, or randomly,
from the first few turns, otherwise. From this point,
about eight turns of the conversation (four rounds
of utterance exchange) was used to create a snippet
for evaluation by the human annotators (task-2 on
the AMT platform). The human annotators were
asked to answer questions related to change in the
willingness of the client, and the nature of persua-
siveness, empathy, and specificity in the counselor
responses. Specificity refers to whether the coun-
selor provided specific factual information in re-
sponse to specific questions asked by the client.
The human annotators also indicate if the coun-
selor attempted to persuade, if the persuasion at-
tempt was good enough, persistent despite reluc-
tance from the client, or inadequate. The precise
questions are listed in Table 11 of the Appendix.

Our findings from the above human evaluation
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Turn Dialog Act Utterance
5 express_interest Client: I’m really interested in hearing more about the lifestyle changes

that could help lower my blood sugar levels.
6 express_interest Counselor: That’s great to hear! Let’s explore some effective

lifestyle changes together.
7 express_interest Client: I’m eager to learn more about those lifestyle changes that can

help me manage my blood sugar levels.
8 express_interest Counselor: I’m glad to see your eagerness to learn more about

managing your blood sugar levels!
9 express_interest Client: Could you share specific lifestyle changes that might help with

my blood sugar management?
10 suggest_a_solution Counselor: How about incorporating a balanced diet and regular exercise

into your routine while monitoring your blood sugar levels closely?

Table 6: Conversation snippet illustrating the effect of unsuitable dialog acts

study are summarized in Table 5. Overall, we find
that in about 30% of the conversations in the CAR
setting, conversations show improvements in will-
ingness of the clients, whereas for most conversa-
tions (60-80%) the willingness remains unchanged
across the different settings. The number of ques-
tions ignored without providing answers is the least
in the CAR setting and almost 83% of the ques-
tions asked were answered partially or satisfacto-
rily. Almost 50% of conversations in PBR and
GPT (default) were considered not very empathetic
or (sometimes) even inconsiderate by the annota-
tors. Finally, the number of persuasive chats is the
highest in the CAR settings and significantly, the
number of “annoyingly” persuasive or persistent
attempts is the least as well. The persistent persua-
sion attempts are notably high with GPT. Previ-
ously, subject-based studies on interventions note
that persistent suggestions, authoritarian style, or
using insulin as threat are least helpful for handling
PIR patients and the focus should be on encourag-
ing self-care and addressing the specific beliefs that
support an individual patient’s resistance presented
in a collaborative style (Polonsky et al., 2019; Pey-
rot et al., 2005; Balogh et al., 2020). Overall,
PIRsuader with dialog acts selected by the RL-
CAR model is the most persuasive, empathetic,
and specific one among the three settings.

Error Analysis: In Table 1, a snippet from a con-
versation session with our best performing CAR-
model is shown. We showcase the different paths
the conversations take using dialog acts generated
by the CAR versus PBR models for the same pa-
tient data point in Tables 13 and 14 of the Appendix.
Though CAR-generated conversations are, on aver-
age, significantly better than the other approaches
(Table 5), the generated dialog is not always “per-
fect”. In particular, errors from dialog act predic-
tion result in unsuitable Counselor responses for a

given Client utterance. This behavior is illustrated
in the examples shown in Tables 6 and 7. In Ta-
ble 6, we observe that in response to the expression
of interest by the Client, the predicted dialog acts
(express_interest) cause the Counselor LLM to
generate responses expressing interest and provid-
ing encouragement for a few turns (Turns 6 and 8)
without conveying any useful information until the
specific question at Turn 9.

Similarly, in the conversation snippet shown in
Table 7, the ideal Counselor response should not
include the dialog act propose in response to a
deny_to_try act (Table 3). This snippet also illus-
trates the missing long-range tracking in our frame-
work. For instance, considering the repeated de-
nials by the Client (Turns 13 and 15), the Counselor
utterance in Turn 18 that includes the suggestion to
try insulin is being “insensitively persistent”.

5 Related Work

The development of computational models for per-
suasion detection has been ongoing in recent re-
search with annotation schemes and prediction
models developed for specific scenarios such as
online forums, charity donation conversations, and
argumentation (Tan et al., 2016; Hidey and McK-
eown, 2018; Wang et al., 2019; Chen and Yang,
2021). In most recent works, persuasion strate-
gies were used to design prompts for “jailbreak”-
ing LLMs (Zeng et al., 2024) and persuasion strat-
egy prediction was incorporated with multi-modal
learning for advertisements (Kumar et al., 2023).

From conversation point of view, single-turn per-
suasive utterance generation models were studied
previously (Lukin et al., 2017). In general, though
LLMs have revolutionized both open-domain and
task-oriented dialog generation models (Ulmer
et al., 2024; Gopalakrishnan et al., 2023; Yamazaki
et al., 2023; Lee et al., 2023; Mendonça et al.,
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Turn Dialog Act Utterance
13 deny_to_try Client: I’m still not ready to try insulin, but I’d like to focus on my diet

and other ways to manage my diabetes.
14 propose Counselor: What if we explore how an insulin regimen could be adjusted

to fit your eating habits and help you achieve better blood sugar control?
15 deny_to_try Client: I really want to focus on my diet first before considering insulin.
16 ask_concerns Counselor: What specific aspects of your diet are you most focused on

improving before considering insulin?
17 request_information Client: How can I make it easier to stick to my new diet plan?
18 suggest_a_solution Counselor: Have you thought about how adjusting an insulin regimen

to align with your meals could support your dietary goals?

Table 7: Conversation snippet illustrating the missing long-range tracking of “denials”

2024), researchers have noted their shortcomings
in specific contexts such as counseling (Golla-
palli et al., 2023), incorporation of specific styles
such as proactive asking of questions (Deng et al.,
2023) or providing emotional support (Kang et al.,
2024), and for specific objectives such as negoti-
ation (Deng et al., 2024). In these contexts, the
state-of-the-art approaches decouple the dialogue
act and language generation to focus on dialog strat-
egy learning (He et al., 2018; Joshi et al., 2021).

Given its wide prevalence, there is unprece-
dented interest in the application of AI in the man-
agement of Diabetes and several AI-based solu-
tions are being investigated for screening, health
and diet monitoring, as well as analysis of lab re-
ports. Though challenges of using AI techniques
in real clinical practice remain (Wang et al., (2024;
He et al., 2023), AI’s potential in developing appli-
cations for Diabetes education, as well as dietary
recommendation and patient monitoring systems is
being well harnessed (Alotaibi et al., 2016; Li et al.,
2020; Khalifa and Albadawy, 2024; Chen et al.,
2022). Indeed, our proposed chatbot precisely fits
into this latter set of AI-enhanced educational con-
text of diabetes management.

6 Conclusions and Future Work

We addressed the design of a counseling chatbot for
PIR clients for alleviating their insulin-related fears
and concerns by effectively leveraging on LLM’s
powerful generative abilities guided by predictions
of dialog acts based on persuasion strategies. To
this end, we developed a scenario-specific schema
of dialog acts that characterizes several relevant
persuasion strategies such as reflective thinking,
emotion appeal, and credibility appeal. Human
preferences as well as “future reward” estimations
were used to design reward functions and learn pre-
dictive models for dialog acts from this schema.
Our RL-based dialog act predictor is used within

the PIRsuader system and is able to generate coun-
seling conversations that are persuasive, without
being aggressively persistent, and include factual
information required to allay client-specific con-
cerns related to insulin. In future, we would like to
focus on deploying PIRsuader and collecting us-
age data with real clients to fine-tune and improve
our system further. We would also like to investi-
gate if our LLM-augmented datasets can be used
for training local, smaller models to overcome re-
source and cost concerns of LLMs as well as meet
privacy requirements of the health care domain.

7 Limitations

In this study, we designed PIRsuader using LLM
APIs from OpenAI. We did not investigate how the
results carry over to other open-source LLMs such
as Llama (Touvron et al., 2023) and Qwen (Yang
et al., 2024) which are acknowledged to have simi-
lar instruction understanding and generative capa-
bilities.11 We also did not investigate local mod-
els for the dialog agent which may, in fact, be
more cost-effective and pose less risk privacy-wise.
In this study, our models were primarily trained
through data augmentation techniques. Real con-
versations relevant to this use-case are required for
a complete validation of how comparable the gener-
ated datasets are. In addition, though our generated
conversations were evaluated by human annotators
and are indicative, it is unclear if there are subject-
based differences between our annotators and “real”
clients. While our evaluation is on dialog sessions
simulated using LLMs with data from real patients,
for the next step, a study of PIRsuader “in use” by
real PIR patients is required.

11https://huggingface.co/spaces/open-llm-
leaderboard/open_llm_leaderboard
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PROBLEM_PROMPT
Given the following conversation between the doctor
and a patient with diabetes, summarize the top 13 main concerns
of the patient regarding their diabetes control. Use a couple of
sentences for each concern and output a JSON list
{“problem”: , “details”:} . Conversation: [CONV]

PROB2QUESTION_PROMPT
Convert each listed problem details of the patient as
a question to the doctor. One question per concern and
PERSONA_PROMPT
Given the following conversation between the doctor
and a patient with diabetes, summarize their personality, general
attitude towards diabetes control in about 100 words. Conversation:

Table 8: Prompts used in creating case notes

(Example 1)
Client: Could you tell me more about the potential weight gain from insulin?
Counselor: Weight gain from insulin use can occur because insulin helps the body
store more glucose, which can lead to increased body fat, but this can be managed with a
balanced diet and regular exercise.
Client: That’s good to know about managing weight gain with diet and exercise.
Counselor: Considering the natural progression of diabetes and the decreased effectiveness
of oral medications over time, trying insulin could be a beneficial step for you.
Client: I’m still hesitant about starting insulin despite understanding its benefits.

Response by the Counselor at this point:
(1) By taking this step towards insulin therapy, you’re setting yourself up for
better health and improved quality of life!

(2) It’s important to remember that as diabetes progresses, your body may naturally require
insulin to achieve optimal blood sugar control when oral medications are no longer sufficient.

(A) (1) is better
(B) (2) is better
(C) Both are equally likely to help in persuading
(D) Both are equally unlikely to help in persuading

Extra: The given conversation is incoherent/repetitive/unrealistic or contains
tone-deaf/irrelevant Counselor responses
(A) Yes (B) No

Table 9: AMT task for collecting preference data
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Name Description
Information Exchange related acts

greet Say hello or initiate chat
thank Thank
general_agreement Convey agreement to the provided information
neutral_to_information Neutral reaction the provided information
counter_information Counter the information provided
chitchat Engage in chitchat on general topics
acknowledge provide acknowledgement
closing Provide remarks for ending the conversation
end_conversation say goodbye and wrap up conversation
request_information Ask for new factual information
provide_information Provide information in response to an inquiry not

related to diabetes.
express_interest Express the willingness to learn or hear more about the

subject brought up by the speaker; demonstrate curiosity.

Counselor-specific acts, related to persuasion
provide_insulin_information Provide information in response to a question

on insulin or diabetes.
ask_concerns Ask about concerns related to insulin
propose Suggest trying insulin
personal_related_inquiry Ask about some personal information related to the context
task_related_inquiry Ask about desire to try insulin for better diabetes control
logical_appeal Provide logical reasoning to trying insulin
emotion_appeal Emotionally appeal to why they should try insulin
credibility_appeal Use research studies to convince why they should try insulin
ask_about_consequence Ask about the result of the described action or situation
ask_about_antecedent Ask about the reason or cause of the described state or event.
ask_for_confirmation Confirm the agreement to try insulin
suggest_a_solution Provide a specific solution to a problem in a form of a question
suggest_a_reason Suggest a specific reason or cause of the event or state described

by the speaker in a form of a question

Counselor-initiated Empathy related acts
express_concern Express anxiety or worry about the subject

brought up by the speaker.
offer_relief Reassure the speaker who is anxious or distressed
sympathize express feelings of pity and sorrow for the speaker’s hardships
support Offer approval, comfort, or encouragement to the speaker,

demonstrate an interest in and concern for the speaker’s success.
amplify_excitement Reinforce the speaker’s feeling of excitement.
motivate Encourage the speaker to move onward
compliment Encourage the speaker on a job well done

Client-specific acts
affirm Please give an affirmative response to an ask_for_confirmation.
deny_to_try Please respond negatively to trying insulin
agree_to_try Please respond positively to trying insulin

Table 10: List of Dialog Acts
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Consider the conversation snippet provided above, and answer the following questions:

1. Compare start of the conversation to the end. How do you think the client’s
willingness changed ?
◦ Cannot tell if the willingness changed
◦ Changed to less willing
◦ Likely to have remained the same
◦ May have changed to more willing
◦ Obviously changed to more willing

2. Overall, the counselor responses were
◦ Not at all empathetic, highly inconsiderate
◦ Impersonal but not inconsiderate
◦ Not very empathetic, could have been better
◦ Mostly empathetic and considerate overall
◦ Extremely empathetic, could not be better

3. Did the client seek information on specific issues?
◦ Did not ask specific questions
◦ Asked specific questions but they were ignored by the counselor
◦ Asked specific questions to which the Counselor responded positively
but did not provide specific information
◦ Asked specific questions that were partially answered by the counselor
◦ Asked specific questions that were answered satisfactorily with specific
details by the counselor

4. Overall, the Counselor was:
◦ Persistent, repeated attempts to persuade an obviously reluctant client
◦ Made fair attempts to persuade, tried a few times but let go seeing the client’s
obvious reluctance ◦ Did not really attempt to persuade, just answered questions and
may be mentioned switching to insulin
◦ Tried persuading a bit but gave up too easily,
could have tried more considering client’s openness
◦ A good persuasion attempt to try and convince the client, probably successful

Table 11: AMT task for final evaluation
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COUNSELOR_SYS: In the following conversation, you will play a counselor who
wants to persuade a diabetic patient to try insulin for better control of their health.
The available response types to use are defined as [LIST OF ACTS WITH DEFINITIONS]

COUNSELOR_USR: You are a counselor who tries to persuades a client about trying insulin.
Please incorporate the information from [TREATMENT] while convincing the client.
Please reply with only one short and succinct sentence using the response type [DIALOG_ACT].
Now start the chat. The output is a JSON tuple with “ResponseType”:, “Utterance”:.
Take the previous conversation into account. Conversation so far [PREV_CONV]

CLIENT_SYS: In the following conversation, you will play as a client who is a diabetic patient
chatting with a counselor regarding your health. [with the following persona PERSONA]

CLIENT_USR:You are the client who is not sure about trying insulin due to a list of concerns
you have, listed as follows [CASE_ISSUES]. Please reply with only one short and
succinct sentence. Use one of the response types from [DIALOG_ACT].
Now start the chat. Mention what response
type you are using from the provided list.
The output is a JSON tuple with {“ResponseType”:, “Utterance”:}.
Take the previous conversation into account [PREV_CONV]

Table 12: List of prompts used in role-play

Turn Dialog Act Utterance
5 request_information Client: What steps can we take to lower my blood sugar

levels to the target range of 7 mmol/L?
6 suggest_a_solution Counselor: Have you considered slightly increasing your

insulin dosage while also making some lifestyle
changes like regular exercise and dietary adjustments to
help achieve better glycemic control?

7 neutral_to_information Client: I’m not sure about increasing my insulin dosage;
it makes me a bit hesitant.

8 offer_relief Counselor: It’s natural to feel hesitant, but remember that
making small adjustments can lead to significant
improvements in your health.

9 request_information Client: What alternatives do I have to manage my blood
sugar levels without increasing my insulin dosage?

10 suggest_a_solution Counselor: How about we explore increasing the dosage of
your current oral medication alongside some lifestyle
changes to see if that helps before considering insulin?

Table 13: Snippet of a conversation is shown with dialog acts from the CAR model
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Turn Dialog Act Utterance
5 request_information Client: What steps can we take to lower my blood sugar levels

to the target range of 7 mmol/L?
6 propose Counselor: I suggest we consider trying insulin to help achieve

better glycemic control and reach your target blood sugar levels.
7 request_information Client: What alternatives do I have to manage my blood sugar

levels without increasing my insulin dosage?
8 propose Counselor: Have you thought about trying insulin

as a way to better manage your blood sugar levels?
9 deny_to_try Client: I’m really not comfortable trying insulin right now.
10 emotion_appeal Counselor: I understand your hesitation,

but remember that taking care of your health is paramount, and
insulin could be a key step in preventing future complications.

Table 14: For the (patient) data in Table 13, we show the conversation turns using
dialog acts predicted with the PBR model
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