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Abstract

Given the conflicting expectations users have
for how a dialog agent should sound and be-
have, there is no one-size-fits-all option for di-
alog system design. Therefore, adaptation is
critical to ensure successful and enjoyable in-
teractions. However, it is not yet clear what
the effects of behavioral (interaction style) vs.
linguistic adaptation (how the agent says this)
are in terms of dialog success and user percep-
tion. In this work, we implement three different
types of task-oriented dialog agents which can
each vary their level of formality. We evaluate
subjective and objective metrics of dialog suc-
cess as well as user perceptions through a user
study, comparing the collected data to that of
Vanderlyn et al. (2024), where users interacted
with the same three types of agents without lin-
guistic adaptation. From this, we draw insights
into which subjective and objective aspects of
success and user perception are influenced by
each type of adaptation. We additionally pub-
lish all code, user surveys, and dialog interac-
tion logs.

1 Introduction

As dialog agents become more and more embed-
ded in user’s daily lives, research has begun to shift
from simply improving their performance to also
considering hedonic aspects related to user expe-
rience (De Souza et al., 2024). It is no longer suf-
ficient to only obtain high objective performance
on test data, but rather, it is necessary for systems
to also be enjoyable for users and successful in the
wild. To this end, researchers have started look-
ing at what expectations, or mental models, users
have about such systems, as these can have a large
influence on how successful and enjoyable user in-
teractions are (Kulesza et al., 2012; Bansal et al.,
2019; Kim and Lim, 2019; Weitz et al., 2021).

However, each user brings their own personal-
ity and previous experiences which influence these
expectations. This leads to different users having

different expectations for how a dialog agent should
behave and how they, in turn, can interact with the
agent. For example, users with more domain expe-
rience might expect to input a specific question to
an agent and get a direct answer, whereas users new
to a domain might expect to choose a general topic
and be asked follow-up questions to narrow down
their information need (Väth et al., 2023). Beyond
the agent’s behavior, the linguistic style in which it
communicates also plays a large role in how users
perceive said agent (Wang et al., 2008; Ruane et al.,
2021) and interact with it (Janarthanam and Lemon,
2014; Mishra et al., 2022). In particular, Goetz et al.
(2003); Li et al. (2017) have shown the importance
of an agent’s style matching the situation in which
it is deployed. However, even here, users have dif-
ferent and even opposite expectations for what is
appropriate (Vanderlyn et al., 2024).

To address these differences, growing attention
has been given to developing adaptive dialog agents
(Motger et al., 2022; Schlimbach et al., 2022;
Ait Baha et al., 2023). These adaptations generally
consider one of two aspects: 1) either the agent’s
behavior (Chen and Pu, 2012; Shi and Yu, 2018;
Shi et al., 2021; Wambsganss et al., 2021), which
controls what information content is outputted to
the user each turn or the interaction style, or 2) the
agent’s linguistic style (Mairesse and Walker, 2010;
Yang et al., 2018; Ma et al., 2020; Firdaus et al.,
2023), i.e., how that information is presented or
formulated. However, while these two approaches
could be complementary – e.g., Väth et al. (2023)
adapt agent behavior, increasing or reducing the
number of questions asked based on user domain fa-
miliarity, and Janarthanam and Lemon (2014) vary
the use of technical language based on the same –
to the best of our knowledge, no work has looked at
the effects of linguistic adaptation in different types
of dialog system or directly compared the effects of
each adaptation. We, therefore, seek to understand
the individual and combined effects of linguistic
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and behavioral adaptation on user interactions and
user perceptions of task-oriented dialog agents.

Concretely, we investigate the following ques-
tions:
RQ1: What are the effects of adapting language
formality in different types of task-oriented dialog
systems?

• RQ1.1: How does it effect user interactions/
success?

• RQ1.2: How does it affect user perceptions?
RQ2: What effect does linguistic adaptation have
compared to behavioral adaptation?

• RQ2.1: Can these types of adaptation be com-
bined?

• RQ2.2: What aspects of the interaction are
affected by each type of adaptation?

To answer these questions, we implement three
different types of dialog agents for the domain of
business travel, each of which can adapt the formal-
ity of its linguistic output based on user preference
or not. We then perform a user study where partici-
pants each conduct three dialogs, rating the quality
of each dialog as well as their overall perception of
the agent. Finally, we compare the data we collect
to that collected by Vanderlyn et al. (2024), where
users interacted with the same three types of dialog
agent without linguistic adaptation.

Our main contributions are: 1) Demonstrating
that adapting formality can significantly improve
objective and subjective measures of task-oriented
dialog performance. 2) Showing that the effect of
the linguistic adaptation varies depending on the
type of dialog system used. 3) Showing that behav-
ioral and linguistic adaptation can effectively be
combined to improve performance over baselines
or single-adaptations. 4) Providing insights into
the relative advantages and disadvantages of each
type of adaptation And 5) Releasing 1 our code and
a new version of the REIMBURSE Dialog Men-
tal Models (RDMM) dataset with twice as many
dialogs and mental model annotations.

2 Related Work

2.1 Linguistic Adaptation
One common goal of linguistic adaptation is cre-
ating personality adaptive chatbots (Walker et al.,
1997; Ait Baha et al., 2023), which can be applied
to any domain. This can be done, e.g., by adjusting
linguistic markers in their output to mimic differ-
ent personalities (Hu et al., 2018). However, deter-

1code and data: removed_for_anonymity.com

mining how an agent should adapt is challenging
as some studies have found users like the agent
to match their personality (Ahmad et al., 2020a),
while others found the opposite (Liew and Tan,
2016) or a preference for only extroverted agents
(Ahmad et al., 2020b; Hanna and Richards, 2015).

Other approaches consider creating more empa-
thetic agents (Ma et al., 2020) or creating agents
which can adapt the politeness of their output, e.g.,
using the user’s emotional state as a signal. Wang
et al. (2008) perform a Wizard-of-Oz study for a
pedagogical agent, and find that appropriate agent
politeness can increase student learning outcomes.
Mishra et al. (2022); Firdaus et al. (2023) addition-
ally found that adapting the politeness of an agent
to user emotions and personality led to higher suc-
cess and shorter dialogs when tested in simulation.
However, while it is clearer how politeness adapta-
tion could be applied, most previous work has only
evaluated against simulated users.

In contrast, Janarthanam and Lemon (2014) take
a domain-specific approach, varying the use of tech-
nical language on the user’s domain familiarity.
Through user test, they found that adapting the
language generation led to increased success and
decreased dialog lengths. Taking inspiration from
this, we look to see if a more general framework
can also have a similar effect, e.g., formality, which
also includes aspects of language complexity.

2.2 Behavioral Adaptation
One way to adapt agent behavior is to solicit ex-
plicit user feedback during an interaction, which
can, e.g., be used to give users more relevant recom-
mendations or retrieve more relevant skills (Chen
and Pu, 2012; Narducci et al., 2018; Shi et al.,
2021). However, such explicit feedback places
an additional burden on the user.

To this end, other approaches look into implicit
adaptation of an agents behavior. For example
Ritschel and André (2018) used the presence of
smiles to update the content of jokes an agent told.
Shi and Yu (2018) tracked user sentiment as a re-
ward signal for their Reinforcement Learning (RL)
agent, and find that it improves the dialog success
and reduces dialog length in a bus information
search compared to a static policy. However, so-
cial signals like these are not always available. To
this end, Wambsganss et al. (2021) look into adapt-
ing the advice of an argument tutor based on the
quality of written student arguments. Väth et al.
(2023), also adapt agent behavior based on only

removed_for_anonymity.com


6122

text, however here they use only the initial user
utterance. Based on the style of question users
ask, an agent interpolates between detailed, multi-
turn dialog interactions aimed at users new to a
domain and single-turn FAQ style interactions for
more experienced users. However, despite the im-
provements these types of adaptation bring, to the
best of our knowledge, combining behavioral and
linguistic adaptation has not yet been investigated.

3 Implementation

For this study, we implement three different types
of dialog agents: one behaviorally adaptive agent
and two static agents, following the same imple-
mentation as Vanderlyn et al. (2024). For each of
these, we also implement four different linguistic
templates which can be chosen by the user.

3.1 Baseline Agents

For the behaviorally static agents, we implement
a handcrafted (HDC) dialog system and an FAQ
system, which represent two of the most common
interaction styles for information seeking systems.
For both, we use the REIMBURSE-EN dialog tree
(Väth et al., 2024) to define the agents’ behavior.
This tree was designed by subject-experts for the
domain of business travel; nodes represent system
utterances and edges the possible user responses.

For the HDC agent, we implement a policy
which follows the dialog tree node-by-node, out-
putting the text of the current node at every step.
If the user is asked a question, we calculate the
similarity (Reimers and Gurevych, 2019) between
their response and the expected answers at that
node. The answer with the highest similarity to the
user’s input is selected and the agent travels to the
associated follow-up node (equivalent to ex. A in
Figure 1). Thus, the interaction follows a paradigm
where the system asks questions and the user an-
swers them until they reach their information goal.
This style of interaction is particularly useful if the
user cannot formulate a concrete question or if the
exact details of their situation need to be clarified.

For the FAQ agent, we use the nodes of the di-
alog tree as documents for the FAQ retrieval. We
calculate the similarity (Reimers and Gurevych,
2019) of the user input to all nodes, immediately
returning the one most similar to the user question
(equivalent to ex. B in Figure 1). In contrast to
the HDC agent, interactions with the FAQ agent
then follow a paradigm of users inputting a specific

Figure 1: Example of CTS agent behavior (Väth et al.,
2023). The agent adapts its behavior based on user
expectations implicitly encoded in their input.

question and receiving a single-turn answer. This is
particularly useful if the user has a simple, concrete
question which does not need further clarification.

3.2 Behaviourally Adaptive Agent

Here, we implement a Conversational Tree Search
(CTS) agent (Väth et al., 2024), using the same
training parameters as Vanderlyn et al. (2024). We
use the same dialog tree to define the agent’s gen-
eral behavior, however, in comparison to the static
agents described above, CTS agent learns to adapt
its behavior based on the initial user input. We train
this agent on questions from users with different
interaction expectations, e.g, inputting a concrete
question and getting a concrete answer or inputting
a vague question and being asked follow-up ques-
tions/ given more background information until a
concrete information need can be identified. The
agent then uses RL to adapt its behavior based on a
user’s input text, outputting or skipping over nodes
in the graph as appropriate to answer to the user
question. The extreme ends of the CTS agent’s
behavior can thus be modeled as a non-adaptive
handcrafted dialog system (asking every node in
the tree) or as an FAQ system (directly giving an an-
swer), with the CTS agent able to adaptively model
the full spectrum of behavior between. An illustra-
tion of this can be seen in Figure 1, where different
user inputs lead to different agent behavior.
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Figure 2: Example of the four formality style template,
the most formal at the top and least formal at the bottom.

3.3 Linguistic Templates

To design the adaptive templates, we took a com-
bined empirical and theoretical approach. As the
behavioral adaptation looks at supporting different
levels of user domain-familiarity, we wanted the
linguistic adaptation to complement this. To this
end, we analyzed the user mental models collected
in the RDMM dataset (Vanderlyn et al., 2024), to
see which aspects of linguistic style were important
to users. We found that the level of formality and
the level of detail a chatbot should use came up
most frequently. We chose to adapt formality, as
there is a clearer theoretical framework.

Following the framework of Heylighen and De-
waele (1999), we tested different LLM prompts
which could be used to automatically change the
formality level of the original dialog agent utter-
ances. In the end, we settled on three prompts (Ap-
pendix E), two to generate less formal utterances
than the RDMM baseline and one to generate more
formal ones. We limit the adaptive templates to
four different levels of formality, as internal testing
showed further levels of granularity were difficult
to differentiate. The ensuing templates were then
manually edited to ensure corresponding nodes had
the same information content regardless of linguis-
tic style. Finally we verified that the templates
accurately represented the intended formality lev-
els through a pilot study. Examples of each style
can be seen in Figure 2 and in Appendix F

3.4 Datasets

REIMBURSE-En All agents were trained/ built
using the REIMBURSE-En dataset (Väth et al.,
2024), which consists of a dialog tree for the do-

FAQ HDC CTS
# Dialogs 61 66 61
# Successful dialogs 35 29 47
# Turns/dialog (Avg.) 2.3 13.3 7.4
# User Surveys 21 22 20
# Dialogs 65 62 64
# Successful dialogs 41 33 57
# Turns/dialog (Avg.) 2.7 12.5 6.4
# User Surveys 22 22 22

Table 1: Original corpus statistics for the RDMM
dataset, used as a baseline in this experiment (top) and
our extensions for interactions with linguistically adap-
tive agents (bottom).

main of business travel, as well as user questions
and user answers (in response to system questions).
For dataset statistics, see Appendix G.

RDMM To analyse the effect of linguistic adap-
tation, we use the data collected in the RDMM
dataset by Vanderlyn et al. (2024) as a baseline, ex-
tending this dataset with the interaction and survey
data from our experiment (Table 1). The dataset
consists of dialogs conducted with one of three
types of dialog agent as well as surveys detailing
each user’s mental models of a chatbot before and
after the interaction, perceived trust, reliability, and
usability ratings after the interaction, and free-form
feedback to their experience. Each dialog is labeled
with 1) the type of dialog agent, 2) the user’s as-
signed information goal, 3) the number of turns, 4)
the end condition (success or failure), and 5) user
ratings for perceived length and quality of answer.

We extend this dataset with 192 new dialogs
with linguistically adaptive dialog agents, 66 new
pre-surveys, and 66 new post surveys, following
the same survey method as the original dataset.
Example dialogs can be seen in Appendix F and
the survey questions in Appendix I.

4 Pilot Study

To verify perception of the templates, we per-
formed a pilot study. We selected ten representative
nodes from the dialog graph and recruited 30 par-
ticipants from the crowdsourcing platform Prolific.
Each participant was asked to answer a single, 5-
point Likert item about what formality they would
expect from a chatbot for business travel, ranging
from 1=‘very formal’ to 5=‘very casual’. They
were then randomly assigned one of the dialog
nodes and asked to provide their subjective impres-
sion for each of the language templates (shown in
a random order). As formality is generally consid-
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ered to be a sliding scale (Heylighen and Dewaele,
1999), we asked participants to then rank the tem-
plates by their perceived formality. Finally, we
asked them to select which (single) template they
considered most appropriate for a dialog agent.

Qualitatively, we find user perceptions lined up
well with our expectations. For examples the most
formal template was generally seen as “formal",
“rigid", “professional", or “precise", while the least
formal template was generally seen as “casual",
“informal", “playful", or “simple". Furthermore,
we verified that user perception of the templates
correlated well with the intended order of formal-
ity (r(110)=0.66, p<0.001). Finally, we found that
all templates were chosen as the most appropriate
by between a minimum of 4 and maximum of 13
users, highlighting that different users have differ-
ent expectations and perceptions of formality and
reinforcing the need for adaptation.

However, we additionally found that the Likert
scale did not match users’ actual preferences for
linguistic style. That is, users’ stated formality
preference did not correlate well with the formality
of the template they considered most appropriate
for a chatbot. This is likely because each user
seemed to have a different idea of what the words
“formal” vs. “casual” means. To avoid this problem
in the main study, we instead provided examples
of each style rather than asking users to share their
preference on an abstract scale.

5 Main Study

In order to compare our results to Vanderlyn et al.
(2024), who studied behavioral but not linguistic
adaptation, we follow a parallel study design.

5.1 Study Design

Each participant was randomly assigned to interact
with either the behaviorally adaptive CTS agent
or one of the two static agents. All agents used
adaptive linguistic templates. To avoid potential
crossover effects from multiple dialog systems and
to ensure our results are comparable with previous
work, we use a between-subjects design.

Before the interaction, participants were asked
to complete a pre-survey, providing demographic
information and their experience with chatbot and
business travel. Additionally, they were given an
example each of the four linguistic styles and asked
to choose which one they considered most appro-
priate for a chatbot about business travel. We used

this choice to select the formality of the interaction,
which was then kept static through all three dialogs.
We chose to use this type of explicit cue for the
adaptation as the interactions are relatively short
and not all users provide long enough texts to accu-
rately classify the formality level of their input. In
this way, we can focus purely on the effect of the
adaptation without being affected by the accuracy
of a classifier.

During the chat interaction, participants were
asked to conduct three dialogs with the system,
each with a different pre-defined goal. They were
given no instructions on how they should interact.
For the first dialog, each participant was randomly
assigned a general information goal they wanted
answered, e.g., “you want to find out information
on how to book a business trip.” These represented
users new to a domain and were intended to help
familiarize participants with the topic of business
travel. For the second dialog, participants were
randomly assigned a simple, concrete goal. These
had a specific answer in the dialog graph, but did
not require information about a user’s specific case
to answer, e.g., “You want to know you if can get
reimbursed for a taxi”. In the last dialog, users
were randomly assigned a complex question as
their goal. These also had a specific answer, but
required details about the user’s exact situation to
answer, e.g., “You want to know how much money
you can get reimbursed for accommodation on your
trip to France. You plan to stay with your brother”.

Finally, participants were asked to complete a
post-survey about their mental model of the dialog
agent and their perception of the interaction.

5.2 Participants
We recruited 66 participants from the crowdsourc-
ing platform Prolific, split equally between the
three conditions. Each participant’s primary lan-
guage was English. Each participant conducted
three dialogs, however 7 were removed due to tech-
nical errors resulting in a total of 191 dialogs.

Of the participants, 30 were male, 35 were fe-
male, and 1 person identified as other. Their ages
ranged from 20 to 59. On average, participants had
some familiarity with dialog systems (M=3.48 on
a 5-point Likert item) and limited familiarity with
business travel (M=2.1 on a 5-point Likert item).
12 users chose formality level one, 10 chose two,
20 chose three, and 24 chose formality level four.
There were no statistically significant differences
in the distributions of gender, age, previous experi-
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ence, or preferred user formality level between the
conditions.

6 Evaluation Methods & Results

To evaluate the study, we perform both quantitative
and qualitative analysis, looking at objective and
subjective indicators of dialog success. The full
survey can be seen in Appendix I

6.1 Objective and Subjective Dialog Metrics

To objectively evaluate dialog interactions, we
record the length of each interaction (the total num-
ber of dialog turns) and the objective success of
each dialog (whether the user reached the node as-
sociated with their goal). To evaluate how users
perceived each dialog, we ask them to answer two
Likert items after each conversation, rating 1) how
well their question was answered and 2) how ap-
propriate the dialog length felt. Results can be seen
in Table 2.

Model # Turns Success Perceived
Length

Answer
Satisfaction

CTS 7.38 77.05 2.92 2.87
CTS+ling_ad 6.44 89.06* 3.08 3.16*

FAQ 2.26 57.38 2.28 2.61
FQA+ling_ad 2.68 63.08 2.65* 2.78

HDC 13.32 43.94 3.08 2.41
HDC+ling_ad 12.53 54.84 2.73 2.63

Table 2: Average objective and subjective performance
metrics per dialog system. Perceived length is measured
on a 5-point scale (1=much too short, 5=much too long),
perceived quality on a 4-point scale (1=question not at
all answered, 5=completely answered). Entries with *
show a significant difference (p<0.05) compared to the
linguistically non-adaptive version.

6.2 Mental Models

In order to measure users’ mental models of the
agent they interacted with, we ask them to complete
a survey after the three dialog interactions. As
it is difficult to measure mental models without
also influencing them (Rowe and Cooke, 1995), we
take two complementary approaches. In the first
approach, we asked users to answer a series of eight
Likert questions about what abilities they thought
the chatbot has. The first four entries related to
user expectations of what input the dialog agent
could understand and the second four to what type
of output it could generate. The results of these
questions can be seen in Appendix B.

We then asked users free-response questions
based on the retrospective technique proposed by

Hoffman et al. (2018), asking them about their ex-
pectations and perceptions of the system’s abilities.
To analyze the free-responses, we used the standard
content analysis technique proposed by (Hsieh and
Shannon, 2005), where utterances are annotated
with a fixed set of labels generated from the col-
lected data. We show the frequencies of mental
models most affected by adaptation and in Figure 3
and the full results in Appendix B.

6.3 Trust, Reliability, and Usability
To evaluate trust and reliability, we used the Trust
in Automation (TiA) questionnaire (Körber, 2018)
and for usability, the UMUX scale (Finstad, 2010).
Results can be seen in Appendix C.

To gain a more granular insights we also asked
users to answer free-form questions about which
aspects of the interaction they liked or disliked and
performed content analysis. The frequencies at
which codes appeared can be seen in Figure 4 for
the codes which were most influenced by adapta-
tion, with full results in Appendix C.

7 Discussion

We first look at the effects of linguistic adaptation
for each type of agent individually before compar-
ing the overall effects of both types of adaptation.
To do so, we make use of generalized linear mixed
models (GLMMs) (see Appendix D), to account
for both the fixed effects of the adaptations as well
as any random effects that might have been present.

7.1 RQ1: Effect of Linguistic Adaptation in
Different Dialog Systems

First, we consider the objective and subject effects
of linguistic adaptation per dialog system.

7.1.1 RQ1.1: Objective Measures
When looking at the GLMM analysis in Ap-
pendix D, we find linguistic adaptation significantly
improves objective success (p<0.05). We found no
significant interaction effects, indicating that this
improvement is not dependent on the type of dialog
agent. From the free-response comments, we find
adapting formality helped users better understand
the dialog agent, which could explain the more suc-
cessful dialogs. This is in line with the results of
Janarthanam and Lemon (2014), who found that
varying the use of domain-specific language based
on the users’ experience with the domain increased
success in dialogs. However, here we show that
formality, a more general framework which can be
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Figure 3: User mental models about different kinds of dialog agents(blue/left=CTS, red/middle=HDC, yel-
low/right=FAQ; striped=with linguistic adaption, solid=without). Codes on the left side of the figure represent
perceived system strengths, codes in the middle system weaknesses, and codes on the right how well users felt their
expectations were met.

Figure 4: User likes and dislikes of different kinds of dialog agents(blue/left=CTS, red/middle=HDC, yel-
low/right=FAQ; striped=with linguistic adaption, solid=without). Codes on the left side of the figure represent
things users liked and codes on the right user dislikes.

easily applied to any domain, can also achieve such
an effect.

7.1.2 RQ1.2: Subjective Measures
We find that regardless of agent, the subjective
success and answer quality improved by adapting
the formality, while the number of users who dis-
liked any aspect of the interaction decreased (Ap-
pendix D). However, in this section we focus on
the effects which varied based on the type of dialog
agent.

HDC Users interacting with the HDC dialog
agent generally had longer, more rigid dialogs. In
Figure 4, we see that changing the language style
was not enough to mitigate frustrations with rigid
texts. In fact, when looking at the dialogs them-
selves, we find that around 19% were ended early
by the user before getting an answer, which could
also explain why the HDC condition was the only
one where users did not find the linguistically adap-
tive templates easier to understand: users did not
always get far enough to even receive an answer.
Despite this, in the GLMM analysis (Appendix D),
we see a significant decrease (p<0.05) in perceived

dialog length. We also see a drop in users who felt
that the dialog system could not give specific an-
swers and that overall user expectations were better
met (Figure 3), which suggests that even though
they viewed the dialogs as quite rigid, adapting the
linguistic style helped users to perceive the answers
they did get as more specific/relevant to their ques-
tions and the overall experience as better able to
meet their expectations.

FAQ In the FAQ condition, the GLMM analysis
(Appendix D) showed that users perceived dialog
length as significantly (p<0.05) more appropriate
(Table 2) when formality was adapted, compared
to the static templates which were viewed as too
short. We also see from the Likert responses in
Table 4 (Appendix B) that users felt the adaptive
agent was significantly (p<0.05; Wilcoxon-Mann-
Whitney test) more capable of giving specific an-
swers to questions. The same trend emerges in the
free-responses (Figure 3), where no users thought
the agent incapable of specific responses. Finally,
in Figure 4, we see that more users found the agent
easy to understand in the adaptive setting, which
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could contribute to why they viewed the answers
as more personalized to their question.

CTS In the CTS condition, users had higher ex-
pectations of the dialog system, compared to the
baseline, with more users expecting single turn in-
teractions, as are common with generative models.
Despite this, we see that linguistic adaptation still
improved subjective aspects of the interaction. Fig-
ure 3 shows that the linguistically adaptive agent
was no longer regarded as unfriendly. Furthermore,
Figure 4 shows that more users liked the language
style, and more users found the agent easy to un-
derstand.

7.2 RQ2 Linguistic vs. Behavioral Adaptation

In this section, we look at individual and combined
effects of linguistic and behavioral adaptation using
the data we collected and data from the RDMM
dataset (Vanderlyn et al., 2024).

7.2.1 RQ2.1: Combining both Types of
Adaptation

From the GLMM analysis in Appendix D, we find
both linguistic and behavioral adaptation had sig-
nificant positive effects (p<0.05; p<0.0001 respec-
tively) on objective and subjective dialog success.
Table 2 shows that the combination of both types
of adaptation resulted in highest objective perfor-
mance (p<0.05 Barndard Exact test), highest per-
ceived answer quality (p<0.05 Wilcoxon-Mann-
Whitney test). Figure 4 shows that this combina-
tion was found easiest to understand. From this, we
see that the best results, both in terms of objective
performance and user perception of the answers,
come when both the behavior and the linguistic
style can adapt to match user expectations.

7.2.2 RQ2.2: Comparison of Adaptation
Types

As it may not always be possible to implement both
linguistic and behavioral adaptation, we discuss
their individual effects in this section.

Behavioral Adaptation In terms of dialog suc-
cess, we find behavioral adaptation has a larger
effect both on objective and perceived success than
linguistic adaptation (Appendix D). This suggests
that to improve task-success, it may be more im-
portant for an agent to match the interaction style
a user expects than it is to match the linguistic
style. When we look at the dialogs themselves, we
find evidence that users of the static FAQ and HDC

agents, who had different expectations for how they
should interact, often ended the interaction before
they received a relevant answer. In contrast, when
the interaction style adapted to user expectations,
but the language style was kept static, users more
often continued the interaction even if they may
not always have understood the agent. In terms of
user perception, we find that behavioral adaptation
can improve how users view the quality of answers
as well as the agent’s ability to give specific an-
swers (Figure 3) and can increase user satisfaction
with the interaction (Figure 4). However, as be-
havioral adaptation requires changing an agent’s
entire policy, it may require substantial effort to
implement.

Linguistic Adaptation We find that adapting the
formality also improved the performance of dia-
log agents (Appendix D), although to a lesser ex-
tent than the behavioral adaptation. When looking
at Figure 4, we also see this type of adaptation
can improve the perceived quality of communica-
tion. For shorter interaction styles (FAQ and CTS),
where the user is shown less extraneous informa-
tion, adapting formality also improved how well
users were able to understand the dialog agent. Re-
gardless of dialog system, we also find that the
linguistic adaptation led to a significant decrease
(p<0.05; Barnard Exact test) in users who had
something they disliked about the interaction (Fig-
ure 4) and a significant increase (p<0.01; Barnard
Exact test) in the perceived quality of answers (Fig-
ure 3). In both cases, these improvements were
on par with, or beyond, the effect of only behav-
ioral adaptation. This suggests, that regardless of
whether the interaction style matches user expec-
tations, adapting the language style can improve
dialog success and user experience. This is particu-
larly interesting as, compared to behavioral adap-
tation, linguistic adaptation does not necessarily
require a new policy, making it potentially easier
to implement. In particular, as we show here, tools
like LLMs can be leveraged to reduce the effort of
adding such adaptations to an existing dialog agent.

8 Conclusions

In this work, we implement three different types of
dialog agents able to adapt the formality of their
templates based on user preference. We perform a
user study to compare the effects of linguistic adap-
tation across these different types of information
seeking dialog agents and investigate the overall
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effects of linguistic vs. behavioral adaptation, both
individually and when combined. We additionally
expand the RDMM dataset (Vanderlyn et al., 2024)
with the new dialogs and user surveys we collect.

When looking at the effect of linguistic adap-
tation on different types of dialog agent, we find
that the exact effects depend on the type of agent,
but that regardless of agent, linguistic adaptation
resulted in increases to objective and subjective
metrics of dialog success. We thus show that a
more general intervention, such as adapting for-
mality, can lead to similar improvements as those
from Janarthanam and Lemon (2014), who applied
a task-specific adaptation, varying the use of tech-
nical language.

Comparing both types of adaptation, we find that
the best performance comes when the interaction
style and the linguistic style of an agent match user
expectations. Adapting both of these led not only to
the highest objective dialog success, but also to the
highest subjective dialog success. Finally, when
looking only at the relevant effects of each type
of adaptation, we found that behavioral adaptation
had a greater effect on objective success. However,
adapting formality still increased dialog success
and had a larger effect on subjective metrics, while
being much simpler to implement.

9 Limitations

As this study was relatively small, with only 22
participants in each of the 6 conditions, we are only
able to talk about medium to large sized effects
from the two types of adaptation. Given the in-
crease in, e.g., usability and answer satisfaction, it
is possible that with more participants we would
have also found significant effects here. Addition-
ally, due to the number of participants, we were
not able to look into effects of each type of lan-
guage style. Finally, while we tried to recruit a
diverse background of participants, the study was
conducted with participants who had English as a
primary language, which may bias the results.

10 Ethical Considerations and Risks

To ensure that users could give informed consent,
we provided a detailed description of the task and
research objectives both on the crowdsourcing plat-
form and once they had accepted the task. In re-
spect of participant privacy, we specifically did not
collect personally identifying data from any users.
To this end, we store all logs and survey responses

using an anonymous hash generated based on a
given username, rather than with the username it-
self. In this way, users could log in again if they
needed to take a break in the middle of the inter-
action, but we had no way of directly linking any
recorded results to, e.g., users’ Prolific account
identifiers. To ensure that participants were fairly
compensated, we paid users in both the pilot study
and the main study at a rate of 10.50£/hr, which
was in-line with minimum wage in the country of
our research institution.

In terms of risks, the goal of this paper is to lay
a ground-work for creating more effective adaptive
dialog agents. However, this does have the possible
risk of creating chatbots which could also be used
to more effectively replace human jobs.
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A Adaptive Dialog Agent Implementation

The CTS agent was published under the GPL-3.0 license, which is consistent with our use of it in this
paper.

In this section, we describe the CTS task and evaluation objectives as well as the model parameters and
training parameters we used in this study.

A.1 Conversational Tree Search Task
Given a dialog tree (e.g. Figure 1) and a user input, the goal of the CTS task is to efficiently traverse this
tree to provide an answer to that question or information need (Väth et al., 2023). A RL policy is trained
to either output text at the current node (e.g., asking a question or providing additional information as
context to the user), or to skip that node and directly move to a neighbouring node..

In order to model different styles of user interaction (general domain exploration vs specific questions),
this task framework considers two types of goal setting:

• Guided Dialog: where a user has a vague information goal and needs to be guided through the dialog
graph, node by node.

• Free Dialog: where a user has a concrete question which the system should answer as directly as
possible. At each turn the agent may choose to ask a question to clarify the user’s intent or skip to
the next node on the path to the user’s answer.

A.2 Evaluation Objectives
In this paper, we follow the modified evaluation method in (Väth et al., 2024), which was also used by
Vanderlyn et al. (2024). In this method, a concrete goal is drawn for users in both guided and free modes,
in contrast to the original method (Väth et al., 2023), which only considered turn-wise goals (agent only
needs to navigate to the correct follow-up node) for guided-mode. In short, the evaluation objectives used
in this paper are:

• Free Mode: In free mode, the objective is to maximize both task success (reaching a final, pre-drawn
goal node) and the skip ratio (percentage of nodes in the dialog which are skipped instead of outputted
to the user).

• Guided Dialog: For guided dialog, the objective is to maximize task success while minimizing the
skip ratio.

A.3 RL Model Parameters and Training Resources

Parameter Value
Layer type Linear

Activation (after each layer except in Dialog Mode Classifier Head) SELU
Shared Layer Neurons (one value / layer) 8096, 4096, 4096

Value Function Layer Neurons (one value / layer) 2048, 1024
Advantage Function Layer Neurons (one value / layer) 4096, 2048, 1024

Dialog Mode Classifier Neurons (one value / layer) 256, 1
Dropout (after each layer) 25%

The agent was trained on a single RTX 3090 GPU. In total, we required approximately 840 total hours
including parameter tuning and training.
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A.4 RL Training Parameters
The following parameters were used to train the CTS agent (chosen through manual tuning) with perfor-
mance measured against a user simulator:

Parameter Value
Optimizer Adam

Learning Rate 1e−4

λ 0.1
Maximum Training Dialog Turns 2M

Max. Gradient Norm 1.0
Batch Size 256

γ 0.99
Exploration fraction of Training Turns 0.99

Exploration Scheme ϵ-greedy
ϵ start 0.6
ϵ end 0.0

Training frequency (w.r.t. dialog turns) 3
Training start (w.r.t. dialog turns) 1280

DDQN Target Network update frequency (w.r.t. training steps) 15
Q-Value clipping 10.0
Munchausen τ 0.03
Munchausen α 0.9

Munchausen Clipping −1
Evaluation frequency (w.r.t. dialog turns) 10000

Evaluation dialogs 500

Table 3: RL Training Parameters
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B Mental Models

In this section, we present both the Likert item responses and the full results of the content analysis.

B.1 Likert Responses
Table 4 shows user responses to the eight post-survey Likert items they were asked about their mental
model of the dialog agent they interacted with. All questions in this table were on a 5-point Likert scale
where 5 represented that the user fully agreed with the statement and 1 that they fully disagreed.

Although the linguistic adaptation did alter many of the ways users perceived their conversational
partner, we were not able to find significance for these at our current sample-size. The only effect which we
found to be significant was in the FAQ condition, where users perceived their dialog partner as significantly
(p<0.01; Wilcoxon-Mann-Whitney test) better able to give specific answers to their questions.

Mental Model CTS CTS+ling_ad FAQ FAQ+ling_ad HDC HDC+ling_ad
Understands natural language 3.24 3.59 3.45 3.59 2.45 2.67
Understands keywords 3.71 3.59 3.52 3.41 4.05 3.55
Needed a specific question 3.48 3.91 3.57 3.76 3.83 3.90
Could ask follow-up questions if my question was vague 3.81 3.90 1.83 2.43 3.14 2.90
Could only give general answers 3.62 3.48 4.20 3.71 3.73 4.00
Could give personalized answers 3.00 3.52 1.90 3.45** 2.23 2.45
Could provide an immediate answer 3.62 4.09 4.00 4.05 3.09 3.88
Needed to ask multiple questions to answer 3.65 3.00 2.00 2.23 3.86 3.45

Table 4: Likert scores for post-interaction mental models users had in each type of dialog system. All questions
were on a 5-point scale (1=don’t agree at all, 5=completely agree) ** represents a significant difference (p<0.01)
between the linguistic adaptation and baseline versions of an agent.

B.2 Content Analysis
In Table 5, we show the main and sub-categories of mental models users discussed in their free-form
feedback. These models were elicited by asking users what they thought were strengths of the agent
(things it could do well) and what they thought were weaknesses (things it struggled to do).

Table 5: Main and sub-categories resulting from the content analysis of user mental models of the agent. For every
sub-category (highlighted in bold), an example of participants’ free-form feedback is given. Every example response
is from a different participant.

A1 It did better than my expectations (Expectations Met)
A2 I had higher expectations (Expectations Not Met)
B1 clear and concise answers to my questions (High Quality Answers)
B2 I received similar generic answers (General Answers)
B3 I believe it cannot give specific answers (No Specific Answers)
C1 Understanding the more complex/ not straightforward questions (Could not Understand/Answer)
C2 Reply to general questions (Understood Common Questions)
C3 it could understand some keywords in my messages (Understood Keywords)
D1 very fast as well (Fast interaction)
D2 it could have asked additional questions to gather more information about the inquiry before answering. (Interaction too short)
D2 two many claifying questions (Interaction too long)
E1 That chatbot could communicate very well (Good Communication)
E2 The chatbot does not do well in being friendly with its language. (Unfriendly)
A = Expectation match, B = Answer Quality, C = System Understanding, D = Dialog Interaction, E = Communication.

We found that user mental models fell into one of five main categories. Below we describe each
category and show the counts of each sub-category code occurrence.

Expectations Match This category contains two codes which simply indicate whether the user felt their
expectations were met by the system. The first code is “Expectations met/exceeded” the second code
“Expectations not met” was created by merging two proto-codes “Expectations not met” and “Negative
expectations met”. The coders felt combining these led to a better understanding of which users were able
to interact in a way they preferred. Figure 5 shows the frequencies of each code.
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Figure 5: Counts from the content analysis for the sub-category occurrences for the category “Expectations Match”

Figure 6: Counts from the content analysis for the sub-category occurrences for the category “Answer Quality”

Answer Quality This category contains all codes relating to how users perceived the system’s ability to
answer. The first codes are “General answers” and “No specific answers” referring to users thinking the
dialog agent was good at providing general answers and that it could not provide specific ones. The code
“High quality answers” was created by combining the proto-codes “Precise,“ “Detailed”, and “Accurate”
as the coders considered these all markers of satisfaction with the answers and none occurred frequently
enough to be its own category. Figure 6 shows the frequencies of each code.

Figure 7: Counts from the content analysis for the sub-category occurrences for the category “System Understanding”

System Understanding This section focuses on codes relating to the user perception of what type
of input the dialog system could understand. The codes here are: “Could answer common questions,”
“Understood keywords,” and “Could not understand/answer”. Figure 7 shows the frequencies of each
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code.

Figure 8: Counts from the content analysis for the sub-category occurrences for the category “Dialog Interaction”

Dialog Interaction This category focuses on codes relating to how the dialog interaction was perceived.
Here we have the codes: “Fast interaction,” “Interaction too fast,” and “Interaction too long.” It should be
noted that “Fast interaction” was generally seen as a strength, which is why it is considered a separate
code from “Interaction too fast.” Figure 8 shows the frequencies of each code.

Figure 9: Counts from the content analysis for the sub-category occurrences for the category “Communication”

Communication This category contains code relating to how users perceived the communication
abilities of their partner. The two codes here are: “Good communication” and “Unfriendly”. Figure 9
shows the frequencies of each code.
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C Trust, Reliability, and Usability

C.1 Likert Responses

In Table 6, we show the user responses to the Trust and Reliability subscales of the Trust in Automation
questionnaire (Körber, 2018), which consist of six and two questions respectively, each rated on a five
point Likert scale (1: strongly disagree to 5: strongly agree). We also show user responses to UMUX
questionnaire (Finstad, 2010), which can range from 0 to 100.

Model Avg. Trust Avg. Reliability Avg. Usability
CTS 3.16 2.96 63.83

CTS+ling_ad 3.05 3.12 65.34
FAQ 2.83 2.79 57.74

FQA+ling_ad 3.07 2.98 59.66
HDC 2.61 2.42 36.93

HDC+ling_ad 2.55 2.47 41.96

Table 6: Average user ratings for trust, reliability and usability. No significant differences were found.

C.2 Content Analysis

When analysing user free-responses about what aspect of the interaction they liked or disliked, we found
the following codes, shown in Table 7.

Table 7: Main and sub-categories resulted from content analysis for user experience. For every sub-category
(highlighted in bold), an example of participants’ free-form feedback is given. Every example response is from a
different participant.

A1 i didnt like the interactions with the chatbot (Liked Nothing)
A2 There is nothing that I did not like about it (Disliked Nothing)
B1 The responses were easy to understand (Easy to Understand)
B2 Bot felt friendly. (Liked Language Style)
B3 The lack of personalisation. (Impersonal)
C1 It was easy to use and the experience was seamless (Easy to Use)
C2 It gives fast answers (Fast)
C3 too many steps to get to the answer I was looking for (Interaction too Long)
D1 it gave me precise answers to my specific questions (Accurate Answers)
D2 it didnt answer my questions (Couldn’t Understand/Answer)
A = General Experience, B = Communication, C = Interaction, D = Agent Ability.

We found that user experience feedback fell into one of four main categories. Below we describe each
category and show the counts of each sub-category code occurrence.

Figure 10: Counts of codes from the user experience content analysis in the category “General Experience”
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General Experience This category relates to codes which provide general feedback on the user experi-
ence. Here coders found that “Disliked everything” and “Disliked nothing“ came up frequently enough to
deserve their own codes. Counts of the sub-codes in this category can be seen in Figure 11.

Figure 11: Counts of codes from the user experience content analysis in the category “Communication”

Communication Codes in this category relate to which aspects of the communication users liked or
disliked. The first two codes are “Easy to understand” and “Impersonal/Fixed text”. The last code, “Liked
language style” combines the proto-codes “polite/professional,” “robot/don’t need a human,” and “friendly
language style”. This code is interesting as although all users stated these as something they liked about
the agent and it related to their perception of the language style, these represent different linguistic styles.
Counts of the sub-codes in this category can be seen in Figure 11.

Figure 12: Counts of codes from the user experience content analysis in the category “Interaction”

Interaction Codes in this category represent how users viewed the experience of interacting with the
dialog agent. Codes include “Easy to use,” “Fast,” “Interaction too long,” and “Interaction too short.”
Although there is some overlap with mental models, these were listed separately as the question referred
not to what abilities they thought the agent had, but only to what they liked/disliked about the interaction.
Counts of the sub-codes in this category can be seen in Figure 12.

Agent Usability Codes in this section represent the aspects of agent capabilities that were mentioned as
having a positive or negative impact on user experience. The codes here are: “Accurate” and “Could not
understand/answer.” Counts of the sub-codes in this category can be seen in Figure 13.
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Figure 13: Counts of codes from the user experience content analysis in the category “Agent Ability”

D GLMM Analysis

D.1 Model Specifications

We fit a binomial model (logit link) to include both fixed effects of this study: behavioral and linguistics
adaptation for objective success. For the subjective measures, we fit a categorical model using the same
fixed effects.

We use R (R Core Team, 2021) and mgcv 1.8-42 (Wood, 2004, 2010; Simon N. Wood and Säfken,
2016; Wood, 2017) to fit all our models.

D.2 Objective Performance

df Chi.sq p-value
dialog system 2 30.28 0.00

linguistic style 1 4.08 0.04

Table 8: Test statistics for behavioral and linguistic adaptation for the objective success model

Table 8 displays the test statistics regarding the dialog success model. We observe a statistically
significant and positive effect of linguistic adaptation (beta = 0.46, 95% CI [0.01, 0.90], p = 0.043; Std.
beta = 0.46, 95% CI [0.01, 0.90]). Compared to the behaviorally adaptive CTS agent, we also find a
statistically significant and negative effect of the FAQ agent (beta = -1.19, 95% CI [-1.79, -0.60], p < .001;
Std. beta = -1.19, 95% CI [-1.79, -0.60]) and of the HDC agent (beta = -1.64, 95% CI [-2.22, -1.05], p <
.001; Std. beta = -1.64, 95% CI [-2.22, -1.05]).

D.3 Subjective Performance

df F p-value
dialog system 2 7.13 0.00

linguistic style 1 4.91 0.03

Table 9: Test statistics for behavioral and linguistic adaptation for the subjective success model

Table 9 displays the test statistics regarding the subjective success model. We observe a statistically
significant and positive effect of linguistic adaptation (beta = 0.41, 95% CI [0.05, 0.78], p = 0.027; Std.
beta = 0.41, 95% CI [0.05, 0.78]). Compared to the behaviorally adaptive CTS agent, we also found a
statistically significant and negative effect of the static FAQ agent (beta = -0.62, 95% CI [-1.06, -0.17], p
= 0.007; Std. beta = -0.62, 95% CI [-1.06, -0.17]) as well as of the static HDC agent (beta = -0.85, 95%
CI [-1.30, -0.39], p < .001; Std. beta = -0.85, 95% CI [-1.30, -0.39]).
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df F p-value
dialog system 2 16.60 0.00

dialog system:linguistic style 3 4.31 0.01

Table 10: Test statistics for behavioral and linguistic adaptation for the subjective length

D.4 Subjective Length
Table 9 displays the test statistics regarding the subjective length model. Here we find a statistically
significant and positive interaction effect of the adaptive linguistic style on dialog system [faq] (beta =
0.81, 95% CI [0.18, 1.44], p = 0.012; Std. beta = 0.81, 95% CI [0.18, 1.44]). We also find, a statistically
significant and negative interaction effect of the adaptive linguistic style on dialog system [hdc] (beta
= -0.86, 95% CI [-1.59, -0.14], p = 0.020; Std. beta = -0.86, 95% CI [-1.59, -0.14]). Finally, we find a
statistically significant and negative effect of dialog system [faq] (beta = -1.40, 95% CI [-2.05, -0.75], p <
.001; Std. beta = -1.40, 95% CI [-2.05, -0.75]).

D.5 Mental Models: Answer Quality

df Chi.sq p-value
agent 2 3.42 0.18
style 1 5.40 0.02

Table 11: Test statistics for behavioral and linguistic adaptation on the mental model “High Quality Answers”

Table 11 shows the test statistics for the presence of the mental model ‘High Quality Answers’. Here
we find a statistically significant and positive effect from linguistic adaptation (beta= 0.93, 95% CI [0.15,
1.71], p = 0.020; Std. beta = 0.93, 95% CI [0.15, 1.71]). We did not find a statistically significant effect of
dialog agent type. From this, we see that varying the formality can increase user perception of the answer
quality.

D.6 Mental Models: No Specific Answers

df Chi.sq p-value
agent 2 1.00 0.61
style 1 7.20 0.01

Table 12: Test statistics for behavioral and linguistic adaptation on the mental model “No Specific Answers”

Table 12 shows the test statistics for the presence of the mental modal ‘No specific answers’, which
occurred when users did not think the system was capable of generating answers specific to their exact
scenario. We find a statistically significant and negative effect of linguistic adaptation (beta= -1.38, 95%
CI [-2.38, -0.37], p = 0.007; Std. beta = -1.38, 95% CI [-2.38, -0.37]). We do not find a significant effect
for dialog agent type. From this, we see that by varying formality, perceived the dialog agent as better
able to give specific answers.

D.7 Experience: Disliked Nothing
Table 13 shows test results for the presence of the code ‘disliked nothing’ in content analysis of the
usability free-response questions. Here we find that there is a statistically significant and positive effect
of linguistic adaptation (beta = 1.49, 95% CI [0.43, 2.56], p = 0.006; Std. beta = 1.49, 95% CI [0.43,
2.56]). We did not find any significant effects for type of dialog system. From this, we see that regardless
of dialog system, adapting formality can increase the overall user experience.
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df Chi.sq p-value
agent 2 0.65 0.72
style 1 7.56 0.01

Table 13: Test statistics for behavioral and linguistic adaptation on the usability code “Disliked nothing”

E LLM Prompts for Different Formality Levels

For the experiments recorded in this paper, we used gpt-40-mini-2024-07-18.

Formality Level Prompt
4 {“role": “system", “content": "You are an assistant in the middle of a conversation.

Your goal is to rewrite the original text of the current dialog turn in a more formal,
professional way. Remember that you are the employer."},
{“role": “user", “content": f“{TEXT}; formal rewrite:"}

3 BASELINE - used existing templates
2 {“role": “system", “content": “You are a company assistant in the middle of a

conversation. Your goal is to rewrite the complex and formal original text of the
current dialog turn in a simple and understandable way. Be friendly and always
personal. Remember that you are the employer."},
{“role": “user", “content": f“{TEXT}; personal rewrite:"}

1 {“role": “system", “content": “You are in the middle of a conversation. Your goal
is to rewrite the complex and formal original text of the current dialog turn in a
simple and understandable way. Be overly friendly and use casual language."},
{“role": “user", “content": f“{text}; Overly friendly Rewrite:"}

Table 14: Prompts used to generate generate different formality levels for system utterances, from the most formal
(4) to least formal (1)

After experimenting with several prompts, we found that the most consistent results came from
prompting the LLM to take on a certain persona, rather than specifying specific attributes that the different
levels should have. The final prompts that we used for this experiment can be seen in Table 14. For
formality level 3, we did not use any prompt, but rather directly used the system utterances from the
REIMBURSE-EN (Väth et al., 2024) dialog tree.

F Dialog Examples

In this section, we show some example dialogs demonstrating different types of user goals, user interaction
styles, and template language styles.

Figure 14: An example of a dialog with formality level 1, here the user asks a direct question and gets a direct
answer.
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Figure 15: An example of a dialog with formality level 2, demonstrating a user who asks a vague question and is
walked through the entire process of answering that question.

Figure 16: An example of a specific goal with language style 1. Here the language use of “other fees” rather than
“ancillary costs” helps the user understand which category extending their trip with private travel falls under.
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Figure 17: An example of the same goal as in the previous dialog with formality level 4. Here the user knows
exactly what they want, inputting a very precise question and after only one follow-up question is given the answer
to their question.

G REIMBURSE-EN Dataset Statistics

The diagraph dataset consists of a dialog tree for the domain of business travel as well as user utterances
representing either user questions (associated with a specific node in the tree) or user answers (associated
with intents defined in the tree). The tree contains 123 nodes with a maximum depth of 32 and a maximum
node degree of 14. On average, each node in the tree has 3.5 questions associated with it in the training
set and 2.2 questions in the test set. Additionally, each expected answer (or edge) in the graph has 3.4
paraphrases associated with it in the training set and 2.2 in the test set. The statistics can be seen in
Table 15.

Dataset Split #Nodes Tree
Depth

Max. Node
Degree

#User
Questions

Avg. User
Questions

#Answer
Paraphrases

Avg. Answer
Paraphrases

REIMBURSE-En Train
123 32 14

279 3.5 246 3.4
Test 173 2.2 162 2.2

Table 15: Overview of original REIMBURSE, translated REIMBURSE-En, and newly created ONBOARD and
DIAGNOSE datasets (numbers rounded to one decimal).

H RDMM Dataset Demographics

The dataset was created by recruiting 63 participants from the USA, UK, Australia, and Canada via the
crowdsourcing website Prolific. In the end, there were 20 participants in the CTS group, 21 in the FAQ
group, and 22 in the HDC group.

20 participants were male, 42 were female, and 1 person identified as other. Participant ages ranged
from 20 to 69. On average, they had some familiarity with dialog systems (3 on a 5-point Likert item) and
limited familiarity with business travel (1.9 on a 5-point Likert item). There were no statistically significant
differences in the distributions of gender, age, or previous experience between the three conditions.



6143

I User Study Materials

I.1 Data Agreement
At the beginning of the interaction we provided users with the following data agreement. Although we
did not collect any personally identifying data, we wanted to ensure they understood what they would be
asked to do, the purpose of the research, what data we would collect and how we would process that data.
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I.2 Dialog Interaction
During the main interaction, users were shown a split-screen view. On the left side, was the chat interface,
where they could interact with the agent and see a history of the dialog so far. Here users also had the
option to restart a dialog if they were not satisfied with the answer they received. On the right side, users
were shown a box describing the information goal they were trying to achieve. Once they felt they had
gotten an answer that matched this goal or given up on being able to do so, they could click on the button
to move on to the next dialog.
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I.3 Pre-Interaction Survey
Below are the questions asked in the pre-survey. We asked users to first provide general demographic
information as well as their previous experience with chatbots and with business travel. We then asked
users to provide some information about their mental models/expectations of an information seeking
chatbot in general, both through the use of Likert questions and free-response questions. Here, we focused
on how users expected to be able to interact with a chatbot and how they expected the chatbot to be able
to respond to them.

Finally users were given examples of each formality level and asked to choose the one they found most
appropriate.
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I.4 Post-Dialog Survey
Once users indicated that a dialog was over, we then asked them to rate their perception of how well that
dialog had gone. To do so, we used two Likert items, one asking for a rating of how long they perceived
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the dialog to be (5-point scale: 1 = much too short, 3 = good length, 5 = much too long) and how well they
felt their question had been answered (4-point scale: 1 = not at all answered, 4 = completely answered).
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I.5 Post-Interaction survey
Finally, at the end of the interaction, users were asked to complete the post-survey shown below. Here we
again asked users to provide information about their expectations/mental models, this time specifically
targeting the agent they had interacted with. To this end, users were asked to discuss how well the agent
was able to meet their expectations, and provide insight into which were met and which were not. Users
were then asked to fill out the same Likert questions about how they thought they could communicate
with the chatbot. Finally they were asked to answer free-response questions describing what they thought
the chatbot was good at doing and what they thought it could not do well.

We additionally asked users to fill out a usability questionnaire (Finstad, 2010) and the trust and
reliability subscales from the Trust in Automation questionnaire (Körber, 2018) as well as answering
free-form questions about what they perceived positively and negatively about the experience.
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