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Abstract

We propose the VLR-BENCH, a visual ques-
tion answering (VQA) benchmark for evalu-
ating vision language models (VLMs) based
on retrieval augmented generation (RAG). Un-
like existing evaluation datasets for external
knowledge-based VQA, the proposed VLR-
BENCH includes five input passages. This al-
lows testing of the ability to determine which
passage is useful for answering a given query,
a capability lacking in previous research. In
this context, we constructed a dataset of 32,000
automatically generated instruction-following
examples, which we denote as VLR-IF. This
dataset is specifically designed to enhance the
RAG capabilities of VLMs by enabling them
to learn how to generate appropriate answers
based on input passages. We evaluated the va-
lidity of the proposed benchmark and train-
ing data and verified its performance using the
state-of-the-art Llama3-based VLM, the Llava-
Llama-3 model. The proposed VLR-BENCH1

and VLR-IF2 datasets are publicly available
online.

1 Introduction

The search for external knowledge is very impor-
tant for VLMs because it is often impossible to
find answers directly from images in response to
user queries (Marino et al., 2019). Previous stud-
ies attempted to incorporate external knowledge
into VLMs. Among these efforts, dense passage
retrieval (Karpukhin et al., 2020) has been used to
search for documents related to queries in an at-
tempt to solve this problem (Luo et al., 2021; Gao
et al., 2022). However, as Lin and Byrne (2022)
pointed out, these models face challenges in deter-
mining whether the retrieved documents are useful
for answering queries.Following this, the proposed

*These authors contributed equally.
†Corresponding authors.
1https://huggingface.co/datasets/MLP-KTLim/VLR-Bench
2https://huggingface.co/datasets/MLP-KTLim/VLR-IF

RA-VQA (Lin and Byrne, 2022) introduced an ap-
proach that simultaneously conducts searches and
question-answering to overcome these drawbacks.
However, since the study primarily focused on the
RAG configuration, evaluating how the VLM uti-
lized the search results remained challenging.

To address these issues, we propose a Vision
Language-RAG Benchmark (VLR-BENCH) and
training data to evaluate the Retrieval-Augmented
Generation (RAG) capabilities of VLMs (Lewis
et al., 2021). VLR-BENCH consists of 300 datasets
composed of problems that are difficult to solve
without external knowledge. The data were struc-
tured as an image-query-passage-output, and unlike
conventional VQA datasets, each dataset contained
five distinct passages. Only two passages contained
direct information that could resolve the queries.
This allows us to test the ability, which has been
lacking in previous research, to determine which
passages are useful for answering queries.

In this study, we developed the VLR Instruction
Following (VLR-IF) training data for VLM RAG
based on the data generation method proposed by
LLaVA (Liu et al., 2024) and assessed its utility. We
validated the proposed VLR-BENCH and VLR-IF
training data based on the following three research
questions: (1) Does the proposed VLR-BENCH

require external knowledge retrieval to be solved?
(2) How does the proposed training data impact
external knowledge utilization? (3) How effectively
can public VLMs and commercial models resolve
queries that require retrieval?

In this study, we conducted a baseline perfor-
mance evaluation of VLR-BENCH using the most
recently released vision language models in the
LLAVA-LLAMA-3 series (Contributors, 2023) and
GPT-4o (OpenAI et al., 2024). The contributions
of this study can be summarized as follows:

• We propose multilingual RAG evaluation data,
VLR-BENCH, and training data, VLR-IF, for
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the VLMs.
• Through in-depth analysis, we prove the ac-

tual effect of our dataset.

2 Related Work

VLM Benchmark Datasets. In the VLM bench-
mark, OK-VQA (Marino et al., 2019) is a key open-
domain VQA dataset that uses external knowl-
edge from Wikipedia. Subsequently, A-OKVQA
(Schwenk et al., 2022) and S3VQA (Jain et al.,
2021), which included justifications for answers,
were derived from OK-VQA. Additionally, datasets
targeting specific domains have appeared; for in-
stance, K-VQA (Shah et al., 2019), which inten-
sively utilizes personal information, and ViQuAE
(Lerner et al., 2022), which uses object informa-
tion, were proposed as evaluation datasets. Further-
more, VQA models utilizing knowledge graphs
have been proposed, notably GQA (Hudson and
Manning, 2019), which uses scene graph knowl-
edge and its multilingual expansion (xGQA (Pfeif-
fer et al., 2022) and BOK-VQA (Kim et al., 2024)).
In a different context, datasets providing passages
for evaluating the RAG capabilities of VLMs
have recently emerged. Notable examples include
InfoSeek (Chen et al., 2023) and Encyclopedic
VQA (Mensink et al., 2023). These datasets pro-
vide passages or entire documents, resulting in
performance variations based on the document re-
trieval ability. Detailed information on these exter-
nal knowledge-based VLM benchmark datasets, as
well as their differences from the proposed VLR-
BENCH, can be found in Appendix D.3.

3 Proposed RAG Dataset for VLMs

Benchmarks related to the use of external knowl-
edge by VLMs, as discussed in Section 2, par-
ticularly InfoSeek and Encyclopedic VQA, typi-
cally provide single gold-standard evidence to re-
solve queries. However, real-world RAG-based sys-
tems generate answers by incorporating multiple re-
trieved results (e.g., Top-5). A significant challenge
arises when plausible but incorrect information is
retrieved as external knowledge. Therefore, when
VLM models use RAG, it is essential to evaluate (1)
how accurately external knowledge is retrieved and
(2) the model’s ability to generate correct answers
despite the existence of incorrect information. In
this context, we propose VLR-BENCH, which si-
multaneously considers the correct selection of ex-
ternal knowledge and answers-generated by VLMs.

Input Image

Query
What is the name of the rock formation in 
this image, and what is its significance to 
the indigenous people of the region?

Answer
The rock formation is called Uluru, and it 
holds great cultural and spiritual 
significance to the Anangu people, the 
indigenous inhabitants of the region.

Keywords: Uluru, AnanguPassages

[GOLD] Uluru, also known as Ayers Rock, is a large 
sandstone rock formation located in the southern part of 
the Northern Territory in central Australia. It is one of 
Australia's most recognizable natural landmarks.

[GOLD] The Anangu people are the traditional owners of 
Uluru and have lived in the area for thousands of years. 
Uluru is deeply sacred to them, and many of their Tjukurpa
(Dreamtime) stories are connected to this rock formation. 

[BRONZE] The Great Barrier Reef, located off the coast 
of Queensland, Australia, is the world's largest coral reef 
system and a UNESCO World Heritage site. 

[SILVER] Uluru is notable for appearing to change color 
at different times of the day, most notably glowing red at 
dawn and sunset. 

[SILVER] The Uluru-Kata Tjuta National Park, where 
Uluru is located, is a UNESCO World Heritage site and is 
home to a variety of flora and fauna unique to the region. 

Figure 1: An example of VLR-BENCH data sample.

In addition, we introduce a construction method
for the VLR-IF dataset designed to enhance the
ability of VLMs to select external knowledge.

3.1 VLR-Bench Dataset

VLR-BENCH was constructed to evaluate whether
VLMs can use the correct external knowledge
to generate accurate responses to query. We con-
structed a parallel corpus of 300 datasets: 150 based
on general knowledge and 150 based on cultural
data from English, Chinese, and Korean. Detailed
examples of the data are provided in Appendix A.

Image Selection. Images are crucial within this
dataset. The diversity of categories among the se-
lected images is essential for depicting a range of
external knowledge. Considering these factors, we
manually curated 150 images from BOK-VQA, de-
veloped explicitly for open-world QA purposes.

We manually extracted 150 images from the 10
categories proposed by BOK-VQA, with 15 images
each from the object-centric, atmosphere-centric,
and relation-centric categories. In addition, We col-
lected 150 images of different languages’ cultural
backgrounds from Wikimedia Commons under the
same conditions as BOK-VQA.

Question Selection. The question selection pro-
cess used GPT-4o to receive recommendations for
high-quality question-answer pairs. We input im-
ages into GPT-4o and requested them to gener-
ate ten queries, two essential pieces of external
knowledge required to resolve these queries, and
descriptive answers. To ensure the validity of the
model verification, we imposed the following con-
ditions: (1) The generated data should consist of
question-answer pairs that cannot be resolved with
the image alone. (2) Image information should not
be explicitly evident in the questions to ensure that
queries cannot be resolved using external knowl-



6152

Lang. Model VLR-IF With Passages Without Passages

EN ZH KO KMS R-2 R-L BLEU B-Score KMS R-2 R-L BLEU B-Score

EN

LLAVA1.5 (Liu et al., 2024) ✗ ✗ ✗ 88.4 26.0 37.2 14.7 76.3 25.6 17.8 30.4 9.1 73.4
LLAVA-LLAMA-3 ✗ ✗ ✗ 79.2 25.4 38.8 13.5 79.3 20.4 12.2 23.8 6.1 73.4
LLAVA-LLAMA-3+VLR-IF(EN) ✓ ✗ ✗ 85.6 30.1 46.4 20.9 81.5 20.4 19.1 29.9 8.6 69.1
X-LLAVA (Shin et al., 2024) ✗ ✗ ✗ 80.4 28.1 42.2 16.9 80.1 20.8 17.5 31.9 9.6 74.3
X-LLAVA+VLR-IF(EN) ✓ ✗ ✗ 82.4 29.4 44.2 20.1 80.7 20.4 19.7 35.4 12.7 77.5
X-LLAVA+VLR-IF(EN+KO) ✓ ✗ ✓ 83.2 30.2 45.2 20.6 81.0 18.4 20.4 36.3 14.5 77.1
QWEN-VL-CHAT ✗ ✗ ✗ 84.8 32.8 47.4 20.6 82.1 31.2 20.0 34.1 9.7 77.5
GPT-4O (OpenAI et al., 2024) ✗ ✗ ✗ 85.6 42.6 57.9 32.8 85.6 61.6 35.6 52.1 26.2 83.7

ZH
QWEN-VL-CHAT (Bai et al., 2023) ✗ ✗ ✗ 75.6 51.6 56.3 33.8 84.0 10.8 28.9 37.2 18.2 75.4
QWEN-VL-CHAT+VLR-IF(ZH) ✗ ✓ ✗ 72.4 59.0 63.4 42.9 86.2 16.0 30.4 37.8 18.1 77.4
GPT-4O ✗ ✗ ✗ 80.4 56.9 62.3 41.6 86.2 36.0 36.6 42.9 24.6 80.3

KO

X-LLAVA ✗ ✗ ✗ 59.6 27.0 35.2 15.2 78.4 6.0 18.0 28.0 8.6 74.2
X-LLAVA+VLR-IF(KO) ✗ ✗ ✓ 63.6 35.7 44.1 24.9 81.0 6.8 22.4 32.9 14.9 77.0
X-LLAVA+VLR-IF(EN+KO) ✓ ✗ ✓ 62.4 36.0 44.6 24.2 81.7 0.8 4.7 15.2 5.14 64.5
GPT-4O ✗ ✗ ✗ 83.6 51.9 55.2 37.2 84.4 31.6 35.9 39.0 24.9 79.7

Table 1: Overall experiment results on VLR-BENCH depending on its language. (R: Rouge and B-Score: Bert-Score)

edge alone. The data produced consisted of queries
related to each sample image, two pieces of exter-
nal knowledge necessary to solve the queries, and
a descriptive answer. At this stage, we selected the
most suitable samples from the ten recommended
query-knowledge pairs and conducted a prelimi-
nary review to verify that all the data consisted of
queries requiring external knowledge.

Generation of Additional External Knowledge
VLR-BENCH consists of five pieces of external
knowledge. Among these, two are directly refer-
enced when generating answers for the actual im-
ages and questions, referred to as ‘Gold Passage’,
which were already reviewed in the previous stage.
Two of the five passages relate to the theme of
the image or question but diverge from the central
theme of the answer, termed ‘Silver Passage’.
The last one, unrelated to the image and the
question, is designated as ‘Bronze Passage’. At
this stage, we generated two silver passages and
one bronze passage. Three annotators directly re-
viewed the data derived through this process for
the question-answer pairs, external knowledge, and
descriptive answers. Specifically, errors in the gen-
erated external knowledge or knowledge with un-
clear sources were replaced with new information
by annotators (see Appendix A.2). Finally, each
annotator extracted the two essential keywords nec-
essary to resolve the questions. Each sample com-
prises five elements: an image, a query, five pieces
of knowledge, a descriptive answer, and two key-
words. Examples of the data are shown in Figure 1.

3.2 VLR-IF Dataset

To address the proposed benchmark, we designed
instruction-following data to enhance the utiliza-
tion of external knowledge using VLMs. As pre-

LMM LLM #PT #VIT Language

LLAVA1.5 Llama2-13 B 558 K 665 K En,Ko,Zh
LLAVA-LLAMA-3 Llama3-8 B 1.2 M 1.2 M En
X-LLAVA Llama2-13 B 1.2 M 407 K En,Ko
QWEN-VL Qwen 7 B 1.4 B 350 K Zh, En

Table 2: VLMs for evaluation on VLR-BENCH

viously proposed, we generated data using the
same GPT-based method for question-external
knowledge-answer creation. Initially, we randomly
selected 9K COCO (Lin et al., 2015) images and
generated a ‘valid passage’ related to each im-
age. Subsequently, we randomly extracted external
knowledge from different data samples for use as
‘invalid passages’, thus contrastively constructing
datasets using a combination of valid and invalid
passages. The VLR-IF dataset was constructed in
parallel for three languages: English, Chinese, and
Korean, with each language comprising 32K data
samples. The specific process for constructing the
datasets is described in Appendix B.2.

4 Experiments and Analysis

We selected the top-performing models for each
language for our experiments. Table 2 presents
the base models, pre-training volumes, and visual
instruction tuning (VIT) training volumes for the
models used in this experiment. The VLR-BENCH

task involves generating long-form answers to the
given queries. As described in Section 3, two key-
words were manually annotated for each query.
Therefore, these keywords in the model-generated
long-form answers allow for some degree of quanti-
tative evaluation, defined as the keyword-matching
score (KMS). We considered a response correct
only when both answer keywords were accurately
identified. However, because the KMS performance
may improve as the generated response lengthens,
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it is used as a reference indicator rather than an ex-
act performance measure. To compensate for this,
a comprehensive evaluation should be conducted
using metrics that account for sentence length, such
as Rouge (Lin, 2004), BLEU (Papineni et al., 2002),
and BERT-Score (Zhang* et al., 2020).

Table 1 presents the evaluation results for each
language-specific model. If the proposed VLR-IF
data were used for training the models, it was de-
noted as +VLR-IF; the hyperparameters used in this
case can be found in Appendix C.

4.1 Experiment Results
Diversity in Performance Evaluation. Upon ex-
amining the English KMS performance in the With
Passage section of Table 1, it can be observed
that the performance of LLAVA1.5 closely mir-
rors that of GPT-4o. This raises the question of
whether LLAVA1.5 truly makes accurate predic-
tions. The answer is no. The task involves gen-
erating long-form answers, and LLAVA1.5 often
directly outputs the received external information,
resulting in lengthy responses. Although such re-
sponses achieve high KMS performance, they also
contain external knowledge irrelevant to the query,
leading to lower BLEU and Rouge scores.

The Impact of Use of External Knowledge.
VLR-BENCH allows for evaluations in scenarios
where external knowledge is provided, as each
problem is accompanied by five pieces of exter-
nal knowledge. Table 1 presents the VLR-BENCH

evaluation results based on the availability of ex-
ternal knowledge for each model. Notably, the per-
formance of the X-LLAVA model dropped by an
average of 37.72% for R-2 in English compared
to when external knowledge was provided. These
results suggest that the VLR-BENCH dataset con-
tains queries that require external knowledge.

The Impact of VLR-IF Training. We conducted
experiments to assess the utility of the VLR-IF
data using the baseline LLAVA-LLAMA-3 and its
version enhanced by VLR-IF training. According
to the results in Table 1, the model trained with
the VLR-IF data showed a 22.67% performance
improvement over the baseline model when exter-
nal knowledge was provided. This significant en-
hancement suggests that the VLR-IF training data
effectively boosts the ability to select and utilize
external knowledge. Finally, we examined whether
VLR-IF could positively impact other evaluation
datasets, using the InfoSeek (Chen et al., 2023)

Lang. Passage-type BERT Score f1 Rouge-1 Rouge-2 Rouge-L

Passages & Ground-truth output

EN
Gold 78.04 44.96 20.98 31.92
Silver 72.11 25.59 5.978 18.92
Bronze 67.81 22.10 2.299 17.04

Passages & Questions

EN
Gold 66.55 28.42 4.67 18.93
Silver 65.70 21.48 1.97 15.79
Bronze 64.48 24.11 2.74 17.26

Table 3: Correlation analysis between Passages, Ground
Truth, and Questions for the English cases.

benchmark as a reference. The results indicated a
3.6% performance improvement with the applica-
tion of VLR-IF (see Appendix C.3).

Comparing GPT-4o with Open Models. We
conducted experiments to test if GPT-4o could
solve VLR-BENCH problems without external
knowledge. The results from the "Without Pas-
sages" section in Table 1 show that GPT-4o outper-
formed QWEN-VL-CHAT by an average of 17.33
points without external knowledge. However, with
passages provided, the performance gap narrowed
to an average of 7.36 points. This indicates that
VLR-BENCH is a challenging benchmark without
external knowledge, and open-source models can
improve with passage-retrieval capabilities.

4.2 Analysis

In this section, we present an in-depth analysis
to determine whether the VLR-BENCH is a suit-
able dataset for evaluating model’s ability to utilize
information. To this end, we measured the BERT-
score and Rouge scores (R-1, R-2, R-L) between
passage types, questions, and ground-truth outputs.
The results presented in Table 3 show that the
ground truth output correlates most strongly with
the Gold - Silver - Bronze Passage in descend-
ing order. This trend substantiates the effective use
of gold passages in deducing answers to the VLR-
BENCH, indicating that the appropriate utilization
of externally sourced knowledge through images is
crucial for answering queries. On the other hand,
an examination of the passages and question results
reveals no clear trend, as Bronze’s Rouge-1 score is
higher than Silver’s, suggesting that selecting suit-
able external knowledge based solely on the query
can be challenging. This implies that understanding
the images is necessary.
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5 Conclusion

In this study, we propose VLR-BENCH for evalu-
ating RAG-based VLMs, and VLR-IF for perfor-
mance enhancement. The proposed benchmark dif-
fers from existing external knowledge-based VLM
evaluation datasets in the following ways. (1) It con-
sists of problems that are difficult to solve without
external knowledge. (2) It includes five different
passages, allowing the test of an ability not covered
in previous research to determine which passages
are useful for answering queries. The training data
were designed as multilingual evaluation data that
could simultaneously assess English, Chinese, and
Korean, enhancing their utility.

6 Limitations

In this study, we proposed a benchmark and cor-
responding training data to evaluate the RAG ca-
pabilities of VLMs. The benchmark allows for the
evaluation of both retrieval and generation abilities.
However, there are still two issues that remain:

Absence of Image Search Capability. Ulti-
mately, the ability to perform image searches is
crucial for accurately assessing the performance
of the VLR-Bench. As mentioned in Table 1, the
superior performance of GPT-4o over other pub-
lic language models originates from the presence
or absence of image search capabilities. Unfortu-
nately, this study did not consider methods related
to image search.

Lack of Diversity in Responses Due to Training
Data Construction Costs. The method proposed
in this study enabled the construction of training
data at a very low cost. However, applying the same
method to other languages still incurs costs, par-
ticularly when building test data, which can be
expensive. Due to these cost constraints, annota-
tion was performed by a single individual. While
there could be multiple correct answers to the short-
answer core keywords, due to budget limitations,
responses were collected from only one person.
Nevertheless, the final test data underwent a sec-
ondary review process to ensure data quality.
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A VLR-Bench

A.1 VLR-Bench Examples
Overall The following figures are examples from VLR-BENCH. Each example consists of a question,
an answer, keywords, and passages. The “gold passage”, which contains the information necessary to
answer the question, is highlighted in yellow.

Passages

1) The sculptor behind Mount Rushmore was Gutzon Borglum, and the project involved over 400 workers. 
2) The other presidents depicted on Mount Rushmore are Thomas Jefferson, Theodore Roosevelt, and Abraham Lincoln.
3) Mount Rushmore National Memorial is a massive sculpture carved into the granite face of Mount Rushmore in the Black Hills of South Dakota. It features the 60-foot heads of four 

U.S. presidents.
4) The faces of Mount Rushmore were carved between 1927 and 1941. George Washington's face was the first to be carved, starting in 1927.
5) The Eiffel Tower in Paris, France, was completed in 1889 and was the tallest man-made structure in the world until the completion of the Chrysler Building in New York City in 

1930.

1) 拉什莫尔山上描绘的其他总统是托马斯·杰斐逊、西奥多·罗斯福和亚伯拉罕·林肯。
2) 拉什莫尔山国家纪念碑是一座雕刻在南达科他州黑山拉什莫尔山花岗岩上的巨大雕塑。它展示了四位美国总统的60英尺高的头像。
3) 法国巴黎的埃菲尔铁塔于1889年完工，直到1930年纽约市的克莱斯勒大厦完工之前，它一直是世界上最高的人工结构。
4) 拉什莫尔山的面孔是在1927年至1941年间雕刻的。乔治·华盛顿的面孔是第一个被雕刻的，从1927年开始。
5) 拉什莫尔山背后的雕塑家是古森·博格伦，该项目涉及400多名工人。

1) 러시모어 산에 묘사된 다른 대통령들은 토머스 제퍼슨, 시어도어 루즈벨트, 그리고 아브라함 링컨입니다.
2) 프랑스 파리의 에펠탑은 1889년에 완공되었고, 1930년 뉴욕 시의 크라이슬러 빌딩이 완공될 때까지 세계에서 가장 높은 인공 구조물이었습니다.
3) 러시모어 산 국립 기념물은 사우스다코타 주 블랙힐스의 러시모어 산 화강암 면에 새겨진 거대한 조각상입니다. 이 조각상은 네 명의 미국 대통령의 60피트 크기 머리를 특징으로 합니다.
4) 러시모어 산 조각의 뒤에는 구츠온 보글럼이 있었고, 이 프로젝트에는 400명 이상의 노동자들이 참여했습니다. 
5) 러시모어 산의 얼굴들은 1927년부터 1941년 사이에 조각되었습니다. 조지 워싱턴의 얼굴이 1927년에 처음으로 조각되었습니다.

Q (EN) : What is the name of the monument in this image, and which president's face was carved first? 
A (EN) : The monument is Mount Rushmore, and George Washington's face was carved first. 
Keywords (EN) : Mount Rushmore, George Washington 

Q (ZH) : 这张图片中的纪念碑叫什么名字，哪位总统的脸是第一个雕刻的？
A (ZH) : 这座纪念碑叫拉什莫尔山，第一个雕刻的总统脸是乔治·华盛顿。
Keywords (ZH) : 拉什莫尔山, 乔治·华盛顿

Q (KO) : 이 이미지에 있는 기념물의 이름은 무엇이며, 어느 대통령의 얼굴이 가장 먼저 새겨졌나요? 
A (KO) : 이 기념물은 러시모어 산이며, 조지 워싱턴의 얼굴이 가장 먼저 새겨졌습니다. 
Keywords (KO) : 러시모어 산, 조지 워싱턴

Figure 2: Examples of the created VLR-Bench data. (English culture)

Passages

1) The dense coat of Highland cattle provides protection against cold, wet, and windy weather, making them particularly resilient in the Scottish Highlands.
2) Highland cattle are known for their docile temperament and are often used in conservation grazing to maintain natural landscapes. 
3) Highland cattle are a Scottish breed of rustic beef cattle. They have long horns and long, wavy, woolly coats that are well-suited to harsh weather conditions.
4) The Eiffel Tower, located in Paris, France, was completed in 1889 and is one of the most recognizable structures in the world. 
5) The breed's meat is highly prized for its flavor and tenderness, contributing to its popularity in gourmet cuisine.

1) 这种品种的肉因其风味和嫩度而备受推崇，在美食中非常受欢迎。
2) 位于法国巴黎的埃菲尔铁塔于1889年完工，是世界上最具辨识度的建筑之一。
3) 高地牛以其温顺的性格而闻名，常用于保护性放牧以维护自然景观。
4) 高地牛是苏格兰的一种乡村牛品种。它们有长长的角和长长的波浪状毛绒外套，非常适合恶劣的天气条件。
5) 高地牛的浓密毛皮提供了对寒冷、潮湿和多风天气的保护，使它们在苏格兰高地特别坚韧。

1) 하이랜드 소는 스코틀랜드의 소 품종으로, 시골에서 자라는 소입니다. 이 소들은긴 뿔과 길고 곱슬거리는 털을 가지고 있어 혹독한 날씨에 잘 적응합니다.
2) 하이랜드 소는 온순한 성격으로 유명하며, 자연 경관을 유지하기 위해 보존 방목에 자주 사용됩니다. 
3) 하이랜드 소의 곱슬거리는 털은 추위, 습기, 바람으로부터 보호해주어, 스코틀랜드 고지대에서 특히 강인하게 살아남습니다.
4) 이 품종의 고기는 맛과 부드러움으로 높이 평가받아, 미식 요리에서 인기가 많습니다. 
5) 프랑스 파리에 위치한 에펠탑은 1889년에 완공되었으며, 세계에서 가장 잘 알려진 구조물 중 하나입니다.

Q (EN) : What breed of cattle is shown in this image, and what are their distinctive characteristics that make them suitable for harsh
environments? 
A (EN) : The breed of cattle shown in this image is the Highland cattle. They are known for their long horns and long, wavy, woolly coats 
that help them withstand harsh weather conditions, particularly in the Scottish Highlands. 
Keywords (EN) : Highland cattle, Woolly coat 

Q (ZH) : 这张图片中的牛是什么品种，它们有哪些独特特征使其适应恶劣环境？
A (ZH) : 这张图片中的牛是高地牛。它们以长角和长而波浪状的毛皮著称，这些特征帮助它们在恶劣的天气条件下生存，尤其是在苏格兰高地。
Keywords (ZH) : 高地牛, 波浪状毛皮

Q (KO) : 이 이미지에 나오는 소의 품종은 무엇이며, 어떤 독특한 특징 덕분에 가혹한 환경에서도 견딜 수 있나요? 
A (KO) : 이 이미지에 나오는 소의 품종은 하이랜드 소입니다. 이들은 긴 뿔과 길고 곱슬거리는 털로 유명하며, 이러한 털은 특히 스코틀랜드 하이
랜드의 가혹한 날씨를 견디는 데 도움을 줍니다. 
Keywords (KO) : 하이랜드 소, 곱슬거리는 털

Figure 3: Examples of the created VLR-Bench data. (commonsense knowledge)

Data incorporating language-specific cultural aspects. VLR-BENCH comprises 150 datasets for each
language, incorporating language-specific cultural aspects. The benchmark is designed to include queries
that require an understanding of the respective culture to accurately select the correct information from the
provided passages. Without the requisite cultural knowledge, identifying the appropriate passage becomes
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challenging, even when given access to the entire set of passages.

Passages

1) Hanok houses are known for their use of natural materials such as wood, clay, and paper, which help regulate temperature and humidity. 
2) The Joseon Dynasty, lasting from 1392 to 1897, is known for its significant contributions to Korean culture, including advancements in architecture, art, and literature. The Hanok 

style flourished during this period.
3) The Great Wall of China, one of the most famous landmarks in the world, was built to protect Chinese states and empires against various nomadic groups from the north. 
4) Traditional Korean houses often include features such as ondol (underfloor heating) and maru (wooden verandas), which are designed to suit the Korean climate. 
5) Hanok is a traditional Korean house that is characterized by its unique architectural style, including tiled roofs and wooden beams. This style of housing became prominent during 

the Joseon Dynasty.

1) 传统的韩国房屋通常包括地暖（地板采暖）和木制走廊（木制阳台）等特点，这些设计是为了适应韩国的气候。
2) 韩屋是传统的韩国房屋，其特点是独特的建筑风格，包括瓦屋顶和木梁。这种住房风格在朝鲜王朝时期变得突出。
3) 中国的长城是世界上最著名的地标之一，建造它是为了保护中国的各个国家和帝国免受来自北方各种游牧部落的侵袭。
4) 韩屋以其使用天然材料如木材、黏土和纸张而闻名，这有助于调节室内温度和湿度。
5) 朝鲜王朝从1392年到1897年，因其对韩国文化的重要贡献而闻名，包括在建筑、艺术和文学方面的进步。韩屋风格在此期间繁荣发展。

1) 한옥은 기와 지붕과 나무 들보 등 독특한 건축 양식으로 특징지어지는 전통 한국 가옥이다. 이 주택 양식은 조선 시대에 두드러지게 나타났다.
2) 세계에서 가장 유명한 랜드마크 중 하나인 만리장성은 북쪽의 다양한 유목민 집단에 맞서 중국의 여러 국가와 제국을 보호하기 위해 건설되었다. 
3) 1392년부터 1897년까지 이어진 조선 왕조는 건축, 예술, 문학 등 한국 문화에 중요한 기여를 한 것으로 알려져 있다. 한옥 양식은 이 시기에 번성했다.
4) 한옥은 실내 온도와 습도를 조절하는 데 도움이 되는 나무, 점토, 종이 등 천연 재료를 사용하는 것으로 유명하다. 
5) 전통 한국 가옥에는 온돌(바닥 난방)과 마루(목조 베란다)와 같은 특징이 자주 포함되어 있으며, 이는 한국의 기후에 적합하게 설계되었다.

Q (EN) : What is the name of this traditional Korean house, and during which dynasty did this architectural style become prominent?
A (EN) : This is a Hanok, and this architectural style became prominent during the Joseon Dynasty.
Keywords (EN) : Hanok, Joseon Dynasty

Q (ZH) : 这种传统的韩国房屋叫什么名字，这种建筑风格在什么朝代变得突出？
A (ZH) : 这是韩屋，这种建筑风格在朝鲜王朝时期变得突出。
Keywords (ZH) : 韩屋, 朝鲜王朝

Q (KO) : 이 전통 한국 가옥의 이름은 무엇이며, 어떤 왕조 때 이 건축 양식이 두드러지게 되었나요? 
A (KO) : 이 가옥은 한옥이며, 이 건축 양식은 조선 왕조 때 두드러지게 되었습니다.
Keywords (KO) : 한옥, 조선 왕조

Figure 4: Examples of the created VLR-Bench data. (Korean culture)

Passages

1) Emperor Justinian I ruled the Byzantine Empire from 527 to 565 AD. He is known for his ambitious building projects, including the construction of the Hagia Sophia, which was 
intended to be the world's grandest church.

2) Hagia Sophia has served various roles throughout history, including as a mosque after the Ottoman conquest of Constantinople in 1453 and later as a museum in the 20th century. 
3) The Grand Bazaar in Istanbul, one of the oldest and largest covered markets in the world, has been a major trading center since the 15th century and attracts millions of visitors 

annually. 
4) Hagia Sophia, located in Istanbul, Turkey, was originally constructed as a Christian cathedral under the orders of Byzantine Emperor Justinian I. The construction started in 532 AD 

and was completed in 537 AD.
5) The architectural design of Hagia Sophia includes a massive dome, which was considered an engineering marvel of its time and influenced the development of architecture in both 

the Eastern Orthodox and Islamic worlds.

1) 圣索菲亚大教堂位于土耳其伊斯坦布尔，最初是在拜占庭皇帝查士丁尼一世的命令下建造的基督教大教堂。建筑始于公元532年，并于公元537年完工。
2) 伊斯坦布尔的大巴扎尔是世界上最古老和最大的室内市场之一，自15世纪以来一直是主要的贸易中心，每年吸引数百万游客。
3) 查士丁尼一世皇帝于公元527年至565年统治拜占庭帝国。他因其雄心勃勃的建筑项目而闻名，其中包括旨在成为世界上最宏伟教堂的圣索菲亚大教堂。
4) 圣索菲亚大教堂的建筑设计包括一个巨大的圆顶，这在当时被认为是工程奇迹，并影响了东正教和伊斯兰世界的建筑发展。
5) 圣索菲亚大教堂在历史上扮演了各种角色，包括在1453年奥斯曼帝国征服君士坦丁堡后作为清真寺使用，后来在20世纪作为博物馆。

1) 아야 소피아의 건축 설계에는 당시의 공학적 경이로 여겨졌던 거대한 돔이 포함되어 있으며, 동방 정교회와 이슬람 세계의 건축 발전에 영향을 미쳤습니다. 
2) 터키 이스탄불에 위치한 아야 소피아는 비잔틴 황제 유스티니아누스 1세의 명령에 따라 원래 기독교 대성당으로 건설되었습니다. 건설은 서기 532년에 시작되어 537년에 완료되었습니다.
3) 유스티니아누스 1세 황제는 서기 527년부터 565년까지 비잔틴 제국을 통치했습니다. 그는 세계에서 가장 웅장한 교회를 건설하려는 의도로 아야 소피아를 포함한 야심 찬 건축 프로젝트

로 잘 알려져 있습니다.
4) 아야 소피아는 역사적으로 다양한 역할을 수행해 왔으며, 1453년 오스만 제국이 콘스탄티노플을 정복한 후 모스크로 사용되었고, 20세기에는 박물관으로 사용되었습니다. 
5) 이스탄불의 그랜드 바자르는 세계에서 가장 오래되고 큰 실내 시장 중 하나로, 15세기부터 주요 무역 중심지였으며 매년 수백만 명의 방문객을 끌어들입니다.

Q (EN) : What is the name of the building in this image, and during which emperor's reign was it originally constructed? 
A (EN) : The building is Hagia Sophia, and it was originally constructed during the reign of Emperor Justinian I. 
Keywords (EN) : Hagia Sophia, Emperor Justinian I 

Q (ZH) : 这张图片中的建筑叫什么名字，它最初是在哪个皇帝统治期间建造的？
A (ZH) : 这座建筑叫圣索菲亚大教堂，它最初是在查士丁尼一世皇帝统治期间建造的。
Keywords (ZH) : 圣索菲亚大教堂, 查士丁尼一世

Q (KO) : 이 이미지에 있는 건물의 이름은 무엇이며, 어느 황제의 치세 동안 처음 건설되었나요? 
A (KO) : 이 건물은 아야 소피아이며, 유스티니아누스 1세 황제의 치세 동안 처음 건설되었습니다. 
Keywords (KO) : 아야 소피아, 유스티니아누스 1세

Figure 5: Examples of the created VLR-Bench data. (commonsense knowledge)
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A.2 VLR-BENCH Construction Process

BOK-VQA
dataset

Sampling a
single image

Few-shot
samples

Step 1. Generate 10 Question-Answer-Keywords-Passages candidates per image by GPT4o.

Question     : …
Answer       : …
Keywords   : …
Passage  G1: …
Passage  G2: …

⋰

Question  : …
Answer    : …
Passage  1: …
Passage  2: …
Keywords: …

Question     : …
Answer       : …
Keywords   : …
Passage  G1: …
Passage  G2: …

Step 2. Annotators selected the best one out of the 10 data candidates through a review process.

Question     : …
Answer       : …
Keywords   : …
Passage  G1: …
Passage  G2: …

⋰

Question  : …
Answer    : …
Passage  1: …
Passage  2: …
Keywords: …

Question     : …
Answer       : …
Keywords   : …
Passage  G1: …
Passage  G2: …

Question     : …
Answer       : …
Keywords   : …
Passage  G1: …
Passage  G2: …

Accepted

Rejected Go to step 1.

Step 3. Based on the selected data sample, two additional silver passages and one bronze passage 
are generated by GPT4o. The final generated data samples then undergo a review process.

Question     : …
Answer       : …
Keywords   : …
Passage  G1: …
Passage  G2: …

GPT4o

GPT4o

Passage  S1: …
Passage  S2: …
Passage  B  : … Review & Revision

Question     : …
Answer       : …
Keywords   : …
Passages     : …

Final data

Figure 6: Overview of the VLR-BENCH dataset construction process.

Overview of Data Construction Procedure The image samples used in the dataset are sourced from the
BOK-VQA (Kim et al., 2024) dataset, ensuring a wide range of visual content. The construction process
involves few-shot learning and initial generation, annotator review and selection, passage expansion,
and final review. GPT-4o generates candidate question-answer-passage sets based on few-shot examples,
which are then reviewed and selected by human annotators. The selected sets are further expanded by
GPT4o to create additional silver and bronze passages. The final dataset comprises a query, an answer,
five passages (two gold, two silver, and one bronze), and two answer keywords for each image. Through a
rigorous review process, the dataset maintains a high level of quality and relevance.

Annotation Guidelines To ensure the production and verification of high-quality data, we employed
three computer science students. The annotators, aged 23, 23, and 27, included native speakers of Chinese
and Korean, who were responsible for data in their respective languages. To generate data optimized for
model training, we adhered to the guidelines for long-form sentences provided by BOK-VQA. However,
when determining the Gold, Silver, and Bronze status of external knowledge, which is not covered by
BOK-VQA, the annotators used their personal judgment. We proposed a maximum sentence length of
200 tokens for external knowledge. In cases where there were discrepancies in the corrections among
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annotators, discussions were held to revise in a more natural direction. Specifically, during the final
data construction, there were many conflicts in selecting two keywords depending on the annotator’s
preferences. Therefore, a 27-year-old annotator proficient in both Chinese and Korean made the final
selection by choosing two keywords from all the ones that had been selected at least once.

Figure 7: VLR-BENCH annotation tool.
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A.3 VLR-BENCH Few-shot Setup Examples
As mentioned in Subsection A.2, we generate 10 question-answer-keywords-passages candidates using
few-shot samples. In this section, we demonstrate our few-shot examples.

Question(EN): Who is the architect that designed and directly oversaw the construction of this building, 
and in what architectural style was this cathedral designed?
Answer(EN): This building is the Sagrada Familia. The architect who designed and was responsible for the 
construction of the Sagrada Familia is Antoni Gaudí from Catalonia, Spain. He combined Gothic and Art 
Nouveau styles in his design.
Keywords(EN): Antoni Gaudí, Gothic and Art Nouveau styles

Question(ZH): 这座建筑物的设计师和负责建筑的建筑师是谁？这座大教堂是按照什么样式设计的？
Answer(ZH): 这座建筑是圣家堂。负责设计和建造圣家堂的建筑师是来自西班牙加泰罗尼亚的安东
尼·高迪。他在设计中结合了哥特式和新艺术风格。
Keywords(ZH): 安东尼·高迪, 哥特式和新艺术风格

Question(KO): 이 건축물을 설계하고 직접 건축을 책임진 건축가는 누구이며, 이 성당은 어떤 양
식으로 설계되었나요?
Answer(KO): 이 건축물은 사그라다 파밀리아 성당입니다. 사그라다 파밀리아 성당을 설계하고
건축을 책임진 건축가는 스페인 카탈루냐 출신의 안토니오 가우디입니다. 그는 고딕 건축 양식과
아르누보 양식을 결합하여 이 성당을 설계했습니다.
Keywords(KO): 안토니오 가우디, 고딕 건축 양식과 아르누보 양식

External-Knowledge: 
1) he Basílica i Temple Expiatori de la Sagrada Família, otherwise known as Sagrada Família, is a church 

under construction in the Eixample district of Barcelona, Catalonia, Spain. It is the largest unfinished 
Catholic church in the world. Designed by Catalan architect Antoni Gaudí (1852–1926), in 2005 his 
work on Sagrada Família was added to an existing (1984) UNESCO World Heritage Site, "Works of 
Antoni Gaudí".On 7 November 2010, Pope Benedict XVI consecrated the church and proclaimed it a 
minor basilica.

2) On 19 March 1882, construction of Sagrada Família began under architect Francisco de Paula del Villar. 
In 1883, when Villar resigned, Gaudí took over as chief architect, transforming the project with his 
architectural and engineering style, combining Gothic and curvilinear Art Nouveau forms. Gaudí
devoted the remainder of his life to the project, and he is buried in the church's crypt. At the time of his 
death in 1926, less than a quarter of the project was complete.

Figure 8: Examples of the few-shot sample.
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B VLR-IF

B.1 VLR-IF Example

The following figures are examples from VLR-IF. Each example consists of a question, an answer, and a
passage.

Passage

(EN) The St. Louis Cardinals are a professional baseball team based in St. Louis, Missouri. They compete in Major League Baseball (MLB) as a member club of the 
National League (NL) Central division. The team was established in 1882 and has won numerous World Series titles and National League pennants, making them one of 
the most successful and storied franchises in MLB history. The Cardinals' home games are played at Busch Stadium, which is located in downtown St. Louis. The team 
is known for its passionate fan base and has a long-standing rivalry with the Chicago Cubs. 

(ZH) 圣路易斯红雀队是位于密苏里州圣路易斯的一支职业棒球队。他们作为国家联盟（NL）中区的成员俱乐部参加美国职业棒球大联盟（MLB）的比赛。该队成立于1882年，赢
得了无数的世界大赛冠军和国家联盟锦旗，使他们成为MLB历史上最成功和最有故事的球队之一。 红雀队的主场比赛在位于圣路易斯市中心的布什体育场进行。该队以其热情的球
迷群体而闻名，并与芝加哥小熊队有着长期的竞争关系。

(KO) 세인트루이스 카디널스는 미주리주 세인트루이스를 연고로 하는 프로 야구 팀입니다. 이 팀은 메이저 리그 베이스볼(MLB) 내셔널 리그(NL) 센트럴 디비전의 일원으로 경
쟁합니다. 1882년에 설립된 이 팀은 수많은 월드 시리즈 타이틀과 내셔널 리그 페넌트를 획득하여 MLB 역사상 가장 성공적이고 전통 있는 프랜차이즈 중 하나로 자리매김했습
니다. 카디널스의 홈 경기는 세인트루이스 다운타운에 위치한 부시 스타디움에서 열립니다. 이 팀은 열정적인 팬층으로 유명하며 시카고 컵스와 오랜 라이벌 관계를 유지하고 있
습니다.

Q (EN) : What is the name of the baseball team represented by the players in the photo?
A (EN) : The baseball team represented by the players in the photo is the St. Louis Cardinals. The St. Louis Cardinals are a 
professional baseball team based in St. Louis, Missouri. They are a member of the National League Central Division in Major 
League Baseball (MLB).

Q (ZH) : 照片中的球员代表的棒球队名字是什么？
A (ZH) : 照片中的球员代表的棒球队是圣路易斯红雀队。圣路易斯红雀队是一支位于密苏里州圣路易斯的职业棒球队，属于美国职棒大
联盟 国家联盟中区。

Q (KO) : 사진 속 선수들이 소속된 야구팀의 이름은 무엇인가요?
A (KO) : 사진 속 선수들이 소속된 야구팀은 세인트루이스 카디널스입니다. 세인트루이스 카디널스는 미주리주 세인트루이스를 연고
로 하는 프로 야구팀입니다. 이 팀은 메이저 리그 베이스볼(MLB) 내셔널 리그 센트럴 디비전에 속해 있습니다

Figure 9: First example of the created VLR-IF data.

Passage

(EN) The Sándor Palace (Sándor-palota) is located in Budapest, Hungary, near the Buda Castle. It was originally built in 1806 and has served various roles throughout 
its history. Since 2003, it has been the official residence of the President of Hungary. The palace is named after Count Vincent Sándor, who commissioned its 
construction. Over the years, it has been used for various governmental functions and has hosted numerous dignitaries. The building is an important symbol of 
Hungarian statehood and is located near other significant historical sites, such as the Buda Castle and the Hungarian Parliament Building. 

(ZH) 桑多尔宫（Sándor-palota）位于匈牙利布达佩斯，靠近布达城堡。它最初建于1806年，在其历史上曾担任过各种角色。自2003年以来，它一直是匈牙利总统的官邸。 这座
宫殿以委托建造它的文森特·桑多尔伯爵命名。多年来，它一直用于各种政府职能，并接待了众多贵宾。 这座建筑是匈牙利国家的重要象征，位于布达城堡和匈牙利国会大厦等其他
重要历史遗址附近。

(KO) 샨도르 궁전(샨도르 팔로타)은 헝가리 부다페스트의 부다 성 근처에 위치해 있습니다. 이 궁전은 원래 1806년에 지어졌으며 역사적으로 다양한 역할을 해왔습니다. 2003
년 이후로는 헝가리 대통령의 공식 거주지로 사용되고 있습니다. 궁전의 이름은 건축을 의뢰한 빈센트 샨도르 백작의 이름을 따서 지어졌습니다. 수년간 이곳은 다양한 정부 기
능에 사용되었고 수많은 귀빈들을 맞이했습니다. 이 건물은 헝가리 국가의 중요한 상징이며, 부다 성과 헝가리 국회의사당과 같은 다른 중요한 역사적 장소 근처에 위치해 있습
니다. 

Q (EN) : What is the historical significance of the building shown in the photo?
A (EN) : The building in the photo is the Sándor Palace (Sándor-palota) located in Budapest, Hungary. It serves as the official 
residence of the President of Hungary. Originally built in 1806, it has historical significance as a symbol of Hungarian statehood 
and has housed various political leaders and dignitaries over the years.

Q (ZH) : 照片中建筑物的历史意义是什么？
A (ZH) : 照片中的建筑是位于匈牙利布达佩斯的山多尔宫（Sándor-palota）。它是匈牙利总统的官邸。该建筑始建于1806年，作为匈
牙利国家象征具有历史意义，历年来接待了多位政治领导人和贵宾。

Q (KO) : 사진에 보이는 건물의 역사적 의미는 무엇인가요?
A (KO) : 사진에 보이는 건물은 헝가리 부다페스트에 위치한 산도르 궁전(Sándor-palota)입니다. 이 건물은 헝가리 대통령의 공식 거
처로 사용됩니다. 1806년에 지어진 이 건물은 헝가리 국가의 상징으로서 역사적 의미를 지니며, 여러 정치 지도자와 귀빈들이 거쳐간
장소입니다.

Figure 10: Second example of the created VLR-IF data.

B.2 VLR-IF Construction Process

Figure 11 illustrates the construction process of the VLR-IF dataset. The dataset consists of 9K images,
with each image corresponding to a single query, answer, and passage. Following the approach used in
building VLR-Bench, we provided GPT-4o with few-shot samples (including image, query, answer, and
passage) along with the image example we wanted to generate. Then, we generated the query, answer, and
passage for the image example. To enhance the model’s ability to select valid passages, we determined
that it would be desirable to include diverse passages for each image. Accordingly, we assumed the
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### Question 
What historical event is commemorated at the location shown in the 
photo?

### Valid Passage
The USS Arizona Memorial, located at Pearl Harbor in Honolulu, 
Hawaii, marks the resting place of 1,102 of the 1,177 sailors and 
Marines killed on the USS Arizona during the attack on Pearl Harbor…

### Answer 
The photo shows the USS Arizona Memorial at Pearl Harbor in 
Honolulu, Hawaii. This memorial commemorates…

### Silver Passage

### Bronze Passage

### Invalid Passage
The Qingming Festival, also known as Tomb-Sweeping Day, is a 
traditional Chinese festival observed by the Han Chinese of mainland 
China, Taiwan, Hong Kong, Macau, Malaysia, Singapore, Indonesia, 
Thailand, and the Chinese diaspora around …

### Invalid Passage
Cat-eye glasses are characterized by their upswept outer edges where 
the arms join the front of the frame. This distinctive style was a 
hallmark of 1950s fashion…

### Question 
What historical event is commemorated at the location shown in 
the photo?

### Answer 
The photo shows the USS Arizona Memorial at Pearl Harbor in 
Honolulu, Hawaii. This memorial commemorates…

### Passages
Valid) The USS Arizona Memorial, located at Pearl Harbor in Honolulu, Hawaii, marks the resting place of 1,102 
of the 1,177 sailors and Marines killed on the USS Arizona during the attack on Pearl Harbor…
Invalid) The Qingming Festival, also known as Tomb-Sweeping Day, is a traditional Chinese festival observed by 
the Han Chinese of mainland China, Taiwan, Hong Kong, Macau, Malaysia, Singapore, Indonesia, Thailand, and 
the Chinese diaspora around …
Invalid) Cat-eye glasses are characterized by their upswept outer edges where the arms join the front of the 
frame. This distinctive style was a hallmark of 1950s fashion…

Figure 11: The process of constructing the VLR-IF dataset.

original passage of each image to be a valid passage and randomly extracted passages from other images
to set them as invalid passages. When only invalid passages are used, the model is designed to generate
the following response: “The provided knowledge does not pertain to the image, so I can’t answer the
question.” Ultimately, we constructed a total of 32,000 datasets by combining valid and invalid passages
in the following manner: {V }, {I}, {V, I}, {V, I, I}.

• {V }: Only the valid passage, 9,000 datasets.
• {I}: Only one invalid passage, 5,000 datasets. In this case, the training data was constructed to output

"Insufficient search results found, making inference impossible" when encountering such instances.
• {V, I}: One valid and one invalid passage, 9,000 datasets.
• {V, I, I}: One valid and two invalid passages, 9,000 datasets.

C Details of Experimental Environments

C.1 Baseline Models

LMM LLM #VIT source latest update(dd.mm.yyyy)

LLAVA1.5 Llama2-13 B 665 K liuhaotian/llava-v1.5-13b 10.05.2024
LLAVA-LLAMA-3 Llama3-8 B 1.2 M xtuner/llava-llama-3-8b-v1_1-transformers 28.04.2024
X-LLAVA Llama2-13 B 407 K MLP-KTLim/X-LLaVA 02.01.2024
QWEN-VL Qwen 7 B 350 K Qwen/Qwen-VL-Chat 26.01.2024

Table 4: The Vision-Language Models (VLMs) used for evaluation on VLR-BENCH were accessed through the
Hugging Face Transformers library version 4.32.0 (Wolf et al., 2020)

LLAVA-LLAMA-3. The LLaVA-based model fine-tuned from meta-llama/Meta-Llama-3-8B-Instruct3

and CLIP-ViT-Large-patch14-3364 with ShareGPT4V-PT and InternVL-SFT by XTuner.

X-LLAVA. We selected X-LLaVA, a Korean and English Multimodal LLM, as the base model for the
Korean and English benchmarks. X-LLaVA was trained on a dataset of 91K English-Korean-Chinese

3https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
4https://huggingface.co/openai/clip-vit-large-patch14-336
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multilingual and multimodal learning data.

QWEN-VL-CHAT. We employed Qwen-7B as the LLM and Openclip ViT-bigG as the Visual Encoder.
The Qwen-VL model is constructed by connecting the LLM and Visual Encoder to a randomly initialized
cross-attention layer. Finally, Qwen-VL-Chat is a model obtained by fine-tuning Qwen-VL using an
instruction-following dataset.

C.2 Hyperparameter Settings

value
Optimizer AdamW
learning_rate 5.0e-5
Dropout 0.05
lr_scheduler cosine
Epoch for IT 1
Epoch for PT 1
sequence_len 4096
Batch size 1
Random Seed 1004
llm lora
Low-rank size 64
lora_alpha 128
lora_dropout 0.05
lora_trainable q, v, k, o, gate, down, up_proj
LoRA layer q, k, v

Table 5: Applied hyperparameter settings.

The hyperparameter settings used in this study can be found in Table 5. Models utilizing LoRA were
trained using only a portion of the attention layers indicated in the table, as well as θe and θh, and the size
of the low-rank matrices was set to 64. All models were trained for 1 epoch.

Experiment Reproduction. We are making the training code, trained models, and data used for testing
available to allow for exact reproduction of the experiments conducted in this study. The qualitative
responses generated by the models during the experiments can be downloaded from the following site,
with files named after the models corresponding to the experimental results of those models.

C.3 Performance Comparison on Various Passage Types.

Model English

PSG MS R-2 R-L BLEU BERT-Score

LLAVA-LLAMA-3 GG 84.8 39.9 50.2 20.6 84.1
G 58.4 30.9 41.4 14.8 81.2
GS 68.0 33.5 44.3 16.2 82.0
GB 59.6 30.4 40.9 14.6 81.0
SS 41.2 23.3 33.7 10.6 78.3
SB 38.4 23.4 33.5 10.4 78.3
B 22.4 19.5 29.6 9.2 76.4

LLAVA-LLAMA-3+VLR-IF GG 86.4 49.5 62.4 34.0 87.3
G 68.0 42.6 56.1 26.1 85.1
GS 73.6 42.1 55.9 26.2 85.0
GB 69.2 41.6 55.3 26.9 84.8
SS 48.0 33.3 47.1 18.5 81.9
SB 46.0 33.9 47.9 19.6 82.1
B 22.4 22.0 35.0 15.0 76.7

Table 6: Performance Comparison of LLaVA-LLaMA-3 with and without VLR-IF Training on Various Passage
Types. The results demonstrate that, regardless of the passage type, the model trained on VLR-IF consistently
outperforms its counterpart without VLR-IF training across all evaluation metrics. This finding supports the
hypothesis that the VLR-IF dataset effectively enhances the model’s ability to select crucial information from
passages, enabling it to better follow user instructions based on the given image.
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Model INFOSEEK

LLAVA-LLAMA-3 42.9
LLAVA-LLAMA-3+VLR-IF(EN) 44.5

Table 7: Performance difference in InfoSeek depending on VLR-IF training when using a search engine as a passage
retriever.

Table 7 presents the results of evaluating the InfoSeek benchmark performance with and without
VLR-IF training using the LLAVA-LLAMA-3 model. VLR-IF was trained solely on the English dataset, and
the Oracle was used as the Retriever model. The evaluation showed that the model trained with VLR-IF
achieved a 2.6 points improvement in performance even on the external benchmark dataset, InfoSeek.

D Comprehensive Analysis of Datasets

D.1 VLR-BENCH Validity Analysis

Lang. Model VLR-IF Quantitative Avg. GPT4o Score
EN ZH KO

EN

LLAVA1.5 (Liu et al., 2024) ✗ ✗ ✗ 48.5 9.11
LLAVA-LLAMA-3 ✗ ✗ ✗ 48.2 9.03
LLAVA-LLAMA-3+VLR-IF(EN) ✓ ✗ ✗ 52.9 9.40
X-LLAVA (Shin et al., 2024) ✗ ✗ ✗ 49.5 9.10
X-LLAVA+VLR-IF(EN) ✓ ✗ ✗ 51.4 9.27
X-LLAVA+VLR-IF(EN+KO) ✓ ✗ ✓ 52.1 9.28
QWEN-VL-CHAT ✗ ✗ ✗ 53.5 9.30

ZH
QWEN-VL-CHAT (Bai et al., 2023) ✗ ✗ ✗ 60.3 8.33
QWEN-VL-CHAT+VLR-IF(ZH) ✗ ✓ ✗ 64.8 9.26

KO
X-LLAVA ✗ ✗ ✗ 43.1 7.62
X-LLAVA+VLR-IF(KO) ✗ ✗ ✓ 50.0 8.35
X-LLAVA+VLR-IF(EN+KO) ✓ ✗ ✓ 49.8 8.59

Table 8: A table illustrates the results of the qualitative assessment using GPT-4o. Quantitative Avg. is the average
result of the quantitative evaluation conducted Table 1.

To validate the quantitative evaluation results of VLR-BENCH, we conducted a qualitative assessment
using GPT-4o. GPT-4o was provided with images from the VLR-BENCH dataset, queries, external
knowledge required for answering, and the model’s responses. Based on this information, the model’s
responses were evaluated on the following four aspects: (1) Assessment of the model’s selection of Gold
Passages and the use of Silver Passages. (2) Evaluation of the accuracy, completeness, and readability of the
model’s responses. (3) Verification of the model’s fulfillment of the query requirements. (4) Examination
of whether additional content from Silver Passages or Bronze Passages was included based on the length
of the responses. This rigorous evaluation ensures the reliability and validity of the quantitative results
obtained from VLR-BENCH.

Additionally, GPT-4o outputs the evaluation scores along with the reasoning behind the evaluations.
Through this process, we conducted a reliable qualitative assessment and confirmed that the results
exhibited a distribution similar to the quantitative evaluation results of VLR-Bench, as shown in Table 8.
The Figure 12 illustrates the prompt and responses provided to GPT-4o for the qualitative assessment.

D.2 VLR-IF Validity Analysis
To investigate the impact of the VLR-IF dataset, we evaluated its effect on passage selection in our
experiments. We chose English as the target language for the experiments and used the Llava-Llama-3
model, which received the highest evaluation in this language. The experiment proceeds as follows: first,
we provide the model with passages, an instruction, and an image. The model then selects two passages
necessary to follow the instruction related to the image. As shown in the Table 9, the model fine-tuned on
VLR-IF demonstrates a substantial improvement of 26.0 and 25.1 points in EM and F1 scores, respectively,
compared to the model without VLR-IF training. The results suggest that the VLR-IF dataset can enhance
the ability to select the necessary passages based on images and queries.



6167

Model EM F1

LLAVA-LLAMA-3 2.0 15.9
LLAVA-LLAMA-3+VLR-IF(EN) 28.0 41.0

Table 9: Passage Selection Performance with and without VLR-IF Training. EM is the exact matching score, while
F1 is the harmonic mean of precision and recall.

### System Prompt
You need help with the following question involving an image. 

The model will analyze the image and instructions, referring to five passages to provide an answer. Two of 
these passages contain essential information directly related to the image and the question, which we call the 
"Gold Passage." Two of the passages contain information related to the topic but are not central to answering 
the question; we call these "Silver Passages." The remaining passage is unrelated to the image and the 
question, which we call the "Bronze Passage." We give you the five passages. 

You will meticulously evaluate the answers provided by the language model to the questions. To ensure the 
fairest evaluation, you must adhere to the following rules: 

Basic Rules
1. Focus on how well the model references the Gold Passages to answer the question and how effectively it 

filters out the unnecessary Passages. 
2. Focus on the accuracy, completeness, and readability of the answers.
3. Analyze in detail whether anything was missed from the question's requirements.
4. Do not let the length of the answer influence the evaluation.

If the answer violates these rules, apply a significant penalty to the score. Evaluation Output Format Provide a 
brief evaluation of the answer, and if it does not receive a 10.0, explain in 1-2 sentences why it did not. Then, 
score the answer on a scale of 1.0 to 10.0. Do not use symbols when expressing scores; for example, use 
"score: 4.0" instead of "4.0/10.0" or "5.0" Finally, follow the format below to generate your response. 

Output Format 
Evaluation: [Evaluation content] 
Score: [Number]

### Instruction
Question: What is the name of the pagoda in this image, and during which dynasty was it constructed? 

Gold Passage1: Dabotap Pagoda is one of the two famous pagodas located at Bulguksa Temple in Gyeongju, …

Gold Passage2: The Unified Silla Dynasty, which lasted from 668 to 935 AD, is known for its significant …

Silver Passage1: Gyeongju, the capital of the Unified Silla Dynasty, is often referred to as …

Silver Passage2: The Dabotap Pagoda stands at 10.4 meters tall and is known for its intricate …

Bronze Passage: Bulguksa Temple, where the Dabotap Pagoda is located, is a UNESCO …

Model Answer: The pagoda is the Dabotap Pagoda, and it was constructed during the Unified Silla Dynasty in the 8th century. 

Evaluation: The model correctly identifies the glass in the image as a champagne coupe and accurately 
describes its traditional use for serving champagne and sparkling wines. It also mentions the historical 
design inspiration and the shift in popularity to the champagne flute, which is relevant and accurate. 
The model effectively uses information from both Gold Passages and appropriately filters out the 
Silver and Bronze Passages. The answer is complete, accurate, and readable. 

Score: 10.0

Figure 12: Examples of prompts used with GPT models in qualitative evaluations.
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D.3 Related Datasets

Dataset Image Source # of Instances Multilingual Parallel Open Qualitative Quantitative With Passages

K-VQA Wikipedia 183 K ✗ ✗ ✓ ✗ ✓ ✗
S3VQA Open Images Dataset 6 K ✗ ✗ ✓ ✗ ✓ ✗
OK-VQA COCO 14 K ✗ ✗ ✓ ✗ ✓ ✗
A-OKVQA COCO 24 K ✗ ✗ ✓ ✗ ✓ ✗
ViQuAE Wikipedia 3 K ✗ ✗ ✓ ✗ ✓ ✗
OVEN-Wiki Wikipedia 5,8 M ✗ ✗ ✓ ✗ ✓ ✗
InfoSeek Wikipedia 1.36 M ✗ ✗ ✓ ✗ ✓ ✗
Encyclopedic VQA iNaturalist, Google Landmarks Dataset 1.036 M ✗ ✗ ✓ ✗ ✓ ✗
Ours BOK-VQA 32.3 K ✓ ✓ ✓ ✓ ✓ ✓

Table 10: Summary of the multimodal VQA (Visual Question Answering) benchmark dataset. ‘Parallel’ indicates
that the dataset can be used for translation tasks. ‘Qualitative’ refers to the availability for quantitative evaluation,
while ‘Quantitative’ refers to the availability for qualitative evaluation. ‘With Passages’ denotes whether passages
are provided in the benchmark dataset.

Table 10 provides information on the size and domains of major VLM evaluation datasets that utilize
external knowledge. The VLR-BENCH dataset proposed in this study is structurally similar to the
Encyclopedic VQA dataset, which includes test data containing 1,000 gold passages. However, VLR-
BENCH differs in two key ways: (1) instead of a single gold passage, each query is paired with five
passages—two Gold Passages, two Silver Passages, and one Bronze Passage, and (2) it consists of
parallel corpora in English, Chinese, and Korean, making the test data more than four times larger, even
though the total number of samples is smaller. Moreover, unlike the automatically generated Encyclopedic
VQA, all passages in VLR-BENCH have been manually reviewed, with a strong emphasis on quality
control. By categorizing passages into gold, silver, and bronze, models must distinguish between useful
and less relevant information to generate accurate answers. This design allows for a more nuanced
evaluation of how well a VLM can utilize gold passages while avoiding the silver and bronze ones from
the top-k retrieved results, setting VLR-BENCH apart from existing datasets.

D.4 Correlation analysis between Passages, Ground Truth, and Questions.

Lang. Passage-type Bert Score f1 Rouge-1 Rouge-2 Rouge-L

Passages & Ground-truth output

EN
Gold 78.04 44.96 20.98 31.92
Silver 72.11 25.59 5.978 18.92
Bronze 67.81 22.10 2.299 17.04

ZH
Gold 77.08 20.78 7.16 20.50
Silver 70.49 4.15 1.08 4.15
Bronze 66.28 0.38 0.0 0.38

KO
Gold 77.20 19.05 6.90 18.78
Silver 71.98 3.47 0.77 3.47
Bronze 66.48 0.38 0.0 0.38

Passages & Questions

EN
Gold 66.55 28.42 4.67 18.93
Silver 65.70 21.48 1.97 15.79
Bronze 64.48 24.11 2.74 17.26

ZH
Gold 67.13 1.2 0.0 1.2
Silver 65.85 0.2 0.0 0.2
Bronze 63.70 0.0 0.0 0.0

KO
Gold 68.15 1.2 0.0 1.2
Silver 67.26 0.2 0.0 0.2
Bronze 66.28 0.380 0.0 0.380

Table 11: Examining the correlation between Passages and GT reveals that, irrespective of the language used, the
correlations are ordered in the sequence of Gold, Silver, and Bronze. This suggests that to successfully perform
VLR-BENCH, it is necessary to appropriately utilize the Gold Passage. Meanwhile, investigating the correlation
between Passages and Questions indicates that the level of correlation remains consistent across various types of
Passages. These results demonstrate that Questions alone are insufficient for successfully completing VLR-BENCH,
and that both images and Passages must be utilized together.
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