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Abstract

Emotion recognition in conversation (ERC),
the task of discerning human emotions for
each utterance within a conversation, has gar-
nered significant attention in human-computer
interaction systems. Previous ERC studies fo-
cus on speaker-specific information that pre-
dominantly stems from relationships among
utterances, which lacks sufficient information
around conversations. Recent research in ERC
has sought to exploit pre-trained large language
models (LLMs) with speaker modelling to com-
prehend emotional states. Although these meth-
ods have achieved encouraging results, the ex-
tracted speaker-specific information struggles
to indicate emotional dynamics. In this pa-
per, motivated by the fact that speaker char-
acteristics play a crucial role and LLMs have
rich world knowledge, we present LaERC-S,
a novel framework that stimulates LLMs to
explore speaker characteristics involving the
mental state and behavior of interlocutors, for
accurate emotion predictions. To endow LLMs
with this knowledge information, we adopt the
two-stage learning to make the models reason
speaker characteristics and track the emotion
of the speaker in complex conversation scenar-
ios. Extensive experiments on three benchmark
datasets demonstrate the superiority of LaERC-
S, reaching the new state-of-the-art.1

1 Introduction

Emotion recognition in conversation (ERC) is a fun-
damental task in the community of natural language
processing (NLP), which targets to automatically
identify the emotion of each utterance within a con-
versation. With the proliferation of conversation
data on social media platforms, likewise Twitter
and Facebook, detecting human emotions around
conversations (Tu et al., 2022; Gao et al., 2024)
holds promising potential for a series of real-world

*Corresponding author
1https://github.com/bigcat-1/LaERC-S

Figure 1: Comparison between existing ERC models
and the proposed LaERC-S. (a) The existing ERC meth-
ods exploit static clues, such as speaker biography and
speaker role, for emotional states. (b) The proposed
LaERC-S captures rich and deep clues of emotional
dynamics, including the mental state and behavior of
interlocutors, to trigger the target emotion.

applications, such as recommendation (Song et al.,
2024) and opinion mining (Kumar et al., 2023).
However, unlike sentence-level emotion recogni-
tion (Deng et al., 2023; Zhang et al., 2024), conver-
sation involves a process of dynamic interactions,
which poses a unique challenge for ERC.

Faced with such a challenge, initial attempts to
analyze the content of conversation relied on con-
verstaional context modelling (Sun et al., 2021;
Shen et al., 2021b), while current sophisticated
methods (Song et al., 2022b; Lee and Lee, 2022;
Zhang et al., 2023; Wang et al., 2024a) start the
investigation of speaker-specific information to mit-
igate emotion ambiguity. However, these methods
rely on highly structured paradigms, which make
the models overfit to specific data distributions,
thereby hampering progress in the realm of ERC.

Apart from above studies, another strand of re-
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search resorts to the reasoning and generation ca-
pabilities of large language models (LLMs), such
as PaLM (Chowdhery et al., 2023) and LLaMA2
(Touvron et al., 2023), for different conversational
datasets. A pioneering work by InstructERC (Lei
et al., 2023) fine-tunes LLaMA2 by introducing
speaker identification. Such paradigm gets signif-
icant performance compared to conventional pre-
trained language models (PLMs) in ERC. Subse-
quently, BiosERC (Xue et al., 2024) integrates the
biographical information of speakers to intensify
LLMs-based ERC systems. As a result, the explo-
ration of speaker characteristics can bring superior
performance to their respective models.

Despite the striking results acquired by above
works, they are limited by the following dilemmas:
(1) Speaker identification can not provide sufficient
information. (2) Speaker biography lacks clues
of emotional dynamics in complex conversations.
These static information makes the models tend
to generate biased responses for all the utterances
uttered by a certain speaker. However, as reported
in (Hwang et al., 2021; Zhao et al., 2022), speaker
characteristics including mental state and behavior
of interlocutors can provide deep and rich clues of
emotional dynamics(Ghosal et al., 2020), thereby
triggering the target emotion. Thus, it would be
beneficial to exploit such speaker characteristics
into LLMs for ERC.

In this paper, we propose LaERC-S, a novel
framework devised to exploit large language mod-
els and speaker characteristics for the ERC task.
Specifically, we design an efficient instruction tem-
plate to promote LLMs to generate the mental state,
behavior and persona of interlocutors around con-
versations. Afterwards, to supplement LLMs with
this knowledge information, we perform two-stage
learning, including speaker characteristic injection
and emotion recognition, for the final result. A
schematic of LaERC-S is depicted in Figure 1.

Without bells and whistles, the proposed LaERC-
S surpasses all ERC methods on three benchmark
datasets, including IEMOCAP (Busso et al., 2008),
MELD (Poria et al., 2019), and EmoryNLP (Zahiri
and Choi, 2018). Moreover, LaERC-S provides a
unique perspective to capture speaker characteris-
tics in the realm of LLMs-based ERC, which can
be reproduced by a sinlge GPU.

In summary, our contributions are three-fold:

• We propose a simple and effective framework,
namely LaERC-S, which explores large lan-

guage models and speaker characteristics for
emotion recognition in conversation.

• We design an efficient instruction template to
promote LLMs to generate speaker charac-
teristics, and adopt a two-stage learning for
capturing emotional dynamics and judging
emotional states in conversations.

• Experiments are conducted on three public
datasets, including IEMOCAP, MELD, and
EmoryNLP, which validates the superiority of
LaERC-S over the state-of-the-art methods.

2 Related Work

2.1 Emotion Recognition in Conversation

As an indispensable part of human-interaction sys-
tems, the nature of emotion recognition in conver-
sation (ERC) refers to make the models compre-
hend emotion states of interlocutors within conver-
sations, thereby generating empathy and empathic
responses (Majumder et al., 2020). In the litera-
ture, existing ERC studies (Poria et al., 2017; Ma-
jumder et al., 2019; Ghosal et al., 2019; Li et al.,
2021, 2023; Zhao et al., 2022; Zhang et al., 2023;
Tu et al., 2023; Jian et al., 2024) can be roughly
divided into two ideas. One relys on pre-trained
language models (PLMs) to model conversational
context and speaker for emotion prediction. Typi-
cally, DialogXL (Shen et al., 2021a) introduces an
enhanced memory to store conversational contexts,
and further captures intra- and inter-speaker de-
pendencies for multi-party structures. CEPT (Gao
et al., 2024) devises a mixed prompt template and a
label mapping strategy for conversational contexts
and comprehensive emotions, respectively. With
the advancements of pre-trained large language
models (LLMs), another line of research attempts
to employ LLMs to the task of ERC. Recently, In-
structERC (Lei et al., 2023) transforms ERC into
a retrieved-based Seq2Seq form for LLMs adapta-
tion. BiosERC (Xue et al., 2024) leverages speak-
ers’ personalities to enhance LLMs.

These methods reveal the statement that speaker
characteristics are beneficial for emotion recogni-
tion in conversation. However, they lack convinc-
ing interpretations for acquiring speaker-specific in-
formation, thereby limiting emotional expressions.
Therefore, in this paper, we attempt to adopt an
explainable way to explore large language models
and speaker characteristics for the ERC task.
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2.2 Speaker Characteristics

Speaker characteristics involve the mental state,
behavior and persona of interlocutors in social in-
teraction (Bosselut et al., 2019; Sap et al., 2019;
Hwang et al., 2021). It is beneficial for a human-
computer interaction system to comprehend the
speaker’s intention and purpose, as well as ana-
lyze situationally-relevant speaker’s reaction and
behavior. Motivated by such superiority, a series
of works employ speaker characteristics to numer-
ous downstream tasks, such as question answering
(Zhang et al., 2022), empathic response generation
(Sabour et al., 2022), and emotional gold mining
(Wang et al., 2024b). In recent years, scholars have
paid attention to making progress in ERC by explor-
ing speaker characteristics. These studies leverage
conversational relations expressed by a triplet form,
to learn the interaction between speakers. Typi-
cally, COSMIC (Ghosal et al., 2020) exploits a
commonsense knowledge base to learn common-
sense features for emotion prediction. SKAIG (Li
et al., 2021) constructs a graph to capture speaker’s
psychological states. CauAIN (Zhao et al., 2022)
regards commonsense knowledge as causal clues
to trigger the target emotion.

Our method is different from these methods that
achieve speaker characteristics from relationships
among utterances. In this paper, we extract rich
world knowledge from LLMs by devising an ef-
ficient template while making the models reason
speaker characteristics and track emotional states.
This stimulates the proposed LaERC-S to provide
more accurate emotion predictions.

3 The LaERC-S Framework

In this section, we present a framework, namely
LaERC-S, which introduces speaker characteristics
for adapting LLMs to emotion recognition in con-
versation, as shown in Figure 2. First, we provide
the vanilla model in the task of ERC, followed by
the specifics of LaERC-S, including speaker char-
acteristic extraction and injection, emotion recog-
nition. Moreover, LaERC-S can also be extended
to any of mainstream large language models.

3.1 Vanilla ERC Model

A conversation data source as D = {(Ci, Yi)}Ni=1,
where the symbol Ci denotes the i-th conversation,
and N is the size of D. Each conversation includes
a sequence of utterances U = {uj}Sj=1, where the
sign S is the number of all utterances. Each utter-

ance in a conversation is assigned with a ground
truth label yj ∈ {e1, e2, ..., eK}, where K is the
number of emotion categories.

Generally, the ERC model M based on LLMs
is learned from D to provide a response r over a
set of the predefined emotion labels E = {ek}Kk=1.
The whole process can be expressed as follows:

rj,i = M(u<j , uj , E), (1)

where, u<j denotes the historical utterances before
the target utterance uj in the i-th conversation.

3.2 Speaker Characteristic Extraction

To extract high quality speaker characteristics in
conversation, we adopt prompt engineering for ex-
traction due to the beneficial of this technology
(Liu et al., 2023; White et al., 2023; Giray, 2023).
Besides, considering the fact that pre-trained LLMs
serve as a rich world knowledge base, we design
a template to query LLMs to capture speaker char-
acteristics. Besides, we manually verified speaker
characteristics extracted from the large model. We
provide the generation procedure of available infor-
mation regarding speaker characteristics in conver-
sational scenarios, as depicted in Figure 2 (a).

Typically, we investigate previous studies (Sap
et al., 2019; Hwang et al., 2021), and observe that
speaker characteristics cover mental state, behavior
and persona. Appendix A.4.1 presents the defi-
nitions of the information. Mental state reflects
emotional states of interlocutors, containing three
relations, i.e., ‘oReact’, ‘xReact’ and ‘xIntent’. Be-
havior means a response to an event, including
‘xNeed’, ‘xWant’, ‘oWant’, ‘xEffect’ and ‘oEffect’.
Persona indicates the interlocutor’s attribute by
‘xAttr’.

These key elements from different perspectives
reveal the interaction between utterances, which
is intuitively projected into the query template for
retrieving available information regarding speaker
characteristics. The templates relevant to all the
key elements are presented in Appendix A.4.2.

3.3 Speaker Characteristic Injection

Speaker characteristic injection is to learn clues
of emotional dynamics in conversation scenarios,
which endows the model with speaker character-
istics for subsequent emotion analysis. Although
pre-trained large language models cover speaker-
specific information, they have not yet been ac-
tivated the perception capability about this under
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Figure 2: The overview of LaERC-S. LaERC-S includes speaker characteristics extraction and injection, emotion
recognition. In the speaker characteristics extraction, speaker characteristics are extracted from LLMs. In the
speaker characteristics injection, the generated speaker-characteristics are employed to make the models perceive
emotional dynamics. In the emotion analysis, the conversational contents and predefined emotional labels are
converted into a formatted input for the final response. As depicted in the instance, LaERC-S bridges the gap
between speaker characteristics and the response of “sad”.

conversational contexts. To this end, we adopt a
instruction-tuning strategy tailored to endow LLMs
with speaker characteristics at the initial stage, as
shown in Figure 2 (b).

Typically, we design an instruction template with
a certain key element and basic elements for knowl-
edge analysis. A key element is one of any rela-
tionships provided by above preliminary. The basic
elements comprises four aspects, i.e., ‘title’, ‘spe-
cific token’ and ‘objective’, ‘constraint’. The ‘title’
indicates that the role of LLMs expert apt in learn-
ing emotional clues in conversations. The ‘specific
token’ is to separate conversation contents. The
‘objective’ refers to a concise elucidation of the task
of knowledge analysis, which provides a response
based on conversation contexts. The ‘constraint’ is
used to limit the length of the response for avoiding
hallucinations. For reference, we construct the in-
put template to align with the instruction-following
template of information retrieval at preliminary.

3.4 Emotion Recognition

After the above stage, we achieve an initial model
that is available to perceive clues of emotional dy-
namics in conversations. However, there is a gap
between these clues and emotion states. To reach

this, we further conduct an instruction-tuning strat-
egy to learn the interplay between emotional ten-
dencies and clues, as depicted in Figure 2 (c).

To aligned with the initial stage, we make adjust-
ments in the initial instruction-following template,
i.e., title, objective and constraint. Typically, the
“title” presents the role of LLMs as assistant skilled
in sentiment and emotion analysis. The “objective”
proposes to give a emotional label for the target
utterance in a conversation. The “constraint” refers
to a set of the predefined emotional labels. Such
format can maximize the mutual synergy between
multiple tasks, while the generated knowledge in-
formation does not need to be added into this tem-
plate without additional computing resources.

Overall, the objective function for various tasks
can be defined as follows:

Lk =

j∑
i′

−logP (µ(k,i′)|xk, θk), (2)

where k indicates a certain stage, and xk is the
instruction-following template to the certain stage.
µ(k,i′) denotes the generated token. In addition, θk
denotes the trainable parameters in LLMs.

Finally, after the second stage, the well-trained
model is leveraged for inference purposes. We
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choose ‘oReact‘ item as the final LaERC-S model
for emotion analysis in conversation.

4 Experiments

In this section, we successively present three com-
monly used conversation datasets, compared base-
lines and basic experimental settings, and then ana-
lyze the experimental results in detail.

4.1 Datasets

We evaluate LaERC-S on three representative
datasets which involve IEMOCAP (Busso et al.,
2008), MELD (Poria et al., 2019), and EmoryNLP
(Zahiri and Choi, 2018). More details about these
datasets can be found in Appendix A.2.

4.2 Baselines

To demonstrate the superiority of LaERC-S in the
task of emotion recognition in conversation, we
compare LaERC-S with two kinds of mainstream
ERC methods as follows.
(i) Conventional ERC methods: COSMIC (Ghosal
et al., 2020), SKAIG (Li et al., 2021), DialogXL
(Shen et al., 2021a), SPCL (Song et al., 2022a),
CauAIN (Zhao et al., 2022), DualGATs (Zhang
et al., 2023), MKFM (Tu et al., 2023), MFAM(Hou
et al., 2023), and CEPT (Gao et al., 2024).
(ii) LLMs-based ERC methods: ChatGPT (Ouyang
et al., 2022), InstructERC (Lei et al., 2023), and
BiosERC (Xue et al., 2024).

4.3 Implementation Details

Following current LLMs-based ERC methods (Lei
et al., 2023; Xue et al., 2024), we adopt the
LLaMA2 (Touvron et al., 2023) as the foundational
model in this paper. Consider the expensive train-
ing costs and the issue of catastrophic forgeting,
we use a lightweight training technique, i.e., LoRA
(Hu et al., 2022), to stay the model weights frozen
and train a small portion of model parameters for
specific subtasks. In detail, we set the learning rate
to 2e-4, and the converstaional context window to
12 for all evaluation datasets. In the first stage, the
batch size is set to 8. In the second stage, the batch
size is set to 16. For the hyper-parameter such as
epoch, we tune them on the development dataset.
The reported results are an average over five ran-
dom runs. All the experiments are implemented
by using PyTorch (Paszke et al., 2019) on a sin-
gle NVIDIA Tesla V100 GPUs. We restrict the
input length to 1024. More details about param-

Methods IEMOCAP MELD EmoryNLP Avg.
COSMIC 63.43 65.03 38.49 55.65
SKAIG 66.96 65.18 38.88 57.01
DialogXL 66.20 62.41 34.73 54.45
SPCL 69.21 66.13 40.25 58.53
CauAIN 65.01 64.89 37.87 55.92
DualGATs 67.68 66.90 40.29 58.29
MKFM 68.08 65.50 39.76 57.78
MFAM 70.16 66.65 41.06 59.29
CEPT 70.53 67.51 - -
ChatGPT 40.07 54.37 37.55 44.00
BiosERC 69.02 68.72 41.44 59.73
InstructERC 71.39 69.15 41.37 60.64
LaERC 69.95 68.86 40.87 59.89
LaERC-S 72.40 69.27 42.08 61.25

Table 1: Performance comparison between our pro-
posed LaERC-S and existing ERC methods on three
conversation datasets. LaERC is finetuning Llama2-7B
to recognize emotion in conversation. The p-values are
all below 0.001 by using pairwised t-test towards our
method and the corresponding baselines. The best re-
sults are bolded. Our evaluation metric is weighted-F1.

eters analysis of context window can be found in
Appendix A.3.

4.4 Main Results

To illustrate the effectiveness of LaERC-S frame-
work in the task of ERC, we report the performance
of our proposed method and other baseline methods
in Table 1, where ‘Avg.’ denote the overall average
performance on three benchmark datasets. We can
observe that our proposed LaERC-S achieves the
best results than other all methods on three pub-
lic datasets. Such performance demonstrates that
LaERC-S has stronger generalization and more ac-
curate predictions for emotion recognition.

Typically, compared to previous ERC paradigms,
LLMs-based ERC methods have achieved signif-
icant results than them. The reason is the thor-
ough understanding capability of pre-trained large
language models. Notably, our proposed method
LaERC-S achieves an improvement of 1.01% over
InstructERC, 3.38% over BiosERC on the IEMO-
CAP dataset, respectively. For more complex con-
versation scenarios, such as MELD and EmoryNLP
datasets, LaERC-S still provides meaningful gains
in performance. This is due to the efficiency of
speaker characteristics explored from the key ele-
ment ‘oReact’ in the proposed LaERC-S.

Besides, we notice that the results of ChatGPT in
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Methods IEMOCAP MELD EmoryNLP Avg.
w/o S 69.95 68.86 40.87 59.89
w M 70.21 68.52 41.49 60.07
w R 71.43 69.04 40.82 60.43
w S 72.40 69.27 42.08 61.25

Table 2: Performance comparison by speaker charac-
teristics in emotion recognition. ‘M’ refers to directly
introduce the generated speaker characteristics into the
stage of emotion analysis. ‘R’ and ‘S’ regard speaker
identification and speaker characteristics injection as the
initial stage.

zero-shot scenarios are far from other methods that
trained with the full dataset. It is attributed to the
purpose of universality rather than specific tasks.
Therefore, consistent with LaERC-S, it is essential
to fine-tune the models for the task of ERC. In
summary, the above comparative results present
that LaERC-S outperforms all the ERC methods.

4.5 Ablation Study
In this section, we demonstrate the superiority of
the proposed method LaERC-S from the impact of
speaker characteristics. It is to measure the impor-
tance of introducing speaker characteristics, and
how to sufficiently exploit it in the task of ERC.
The experimental results are presented in Table 2,
we can achieve the following findings:

• To understand the importance of introducing in-
formation around speaker characteristics in con-
versational scenarios, we present the results of
relevant experiments in Table 2, where the first
two rows are the one-stage learning, and the last
two rows are the two-stage learning. For refer-
ence, in the first row of this table, we eliminate
any of speaker characteristics, and solely imple-
ment the stage of emotion analysis, presenting a
lowest result. Next, we directly incorporate the
generated speaker characteristics into the stage
of emotion analysis, resulting in the performance
improvements in the most of datasets. This high-
lights the importance of speaker characteristics
in ERC.

• On the other hand, we adopt the two-stage learn-
ing strategy, and regard speaker identification
as the initial stage before the stage of emotion
analysis. Such method outperforms the first two
methods (i.e., one-stage learning), suggesting the
efficiency of two-stage learning in the ERC task.
In the last row of Table 2, we present the final per-
formance of LaERC-S, which achieves the best

Key Ele. IEMOCAP MELD EmoryNLP Avg.
oReact 72.40 69.27 42.08 61.25
xIntent 71.60 69.56 41.39 60.85
xReact 71.14 69.17 39.91 60.07
xEffect 70.70 68.54 41.94 60.39
oEffect 71.27 68.27 41.64 60.39
oWant 70.81 68.87 43.24 60.97
xWant 71.24 68.65 42.37 60.75
xNeed 71.94 68.50 40.27 60.24
xAttr 70.08 67.82 40.54 59.48

Table 3: Analysis of different elements in the initial
stage of LaERC-S. ‘oReact’ is regarded as the final
LaERC-S model for emotion analysis in conversation.

results on all the datasets. These experiments
demonstrate that LaERC-S can achieve accurate
emotion predictions through introducing speaker
characteristics, and use the two-stage learning to
magnify the efficiency of speaker characteristics
to enhance the model in performance.

5 In-depth Analysis

5.1 Elements Selection

To investigate the influence of different key ele-
ments (Key Ele. for short) within the speaker char-
acteristics extraction and injection stage, we design
a more detailed experiment by leveraging just one
key elements.

Table 3 shows the results, from which we can
observe that apart from ‘xAttr’, others can effi-
ciently bring performance improvements compared
to LaERC-S without the initial stage (the first row
of Table 2). These phenomena can be attributed
to the fact that ‘xAttr’ only reflects the personal
attribute, which struggles to capture dynamic emo-
tional clues in conversation scenarios. And con-
versely, the extracted information from the mental
state and behavior can provide richer and deeper
dynamic emotional clues for emotion prediction (Li
et al., 2021; Ghosal et al., 2020).

Notably, in mental state, ‘oReact’ describes the
reaction of listener that refers to the interlocutor of
the target utterance in a conversation. It is mani-
fested as dynamic emotional clues provided by the
conversational context, capable of revealing emo-
tional states, leading to a significant improvement
in performance. Therefore, we choose ‘oReact’ as
the key element in the initial stage.
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Models IEMOCAP MELD EmoryNLP Avg.
Baseline 69.95 68.86 40.87 59.89
Mistral-7B 70.44 69.15 41.25 60.28
Mixtral-7B 70.86 69.32 40.88 60.35
Claude 70.88 69.22 41.77 60.62
Llama2-13B 70.31 69.58 43.19 61.03
Llama2-7B 72.40 69.27 42.08 61.25

Table 4: Performance of LaERC-S with different large
language models on three public conversation datasets.
‘Claude’ represents Claude-3-Haiku.

Templates IEMOCAP MELD EmoryNLP Avg.
Template 1 71.86 68.32 40.62 60.27
Template 2 71.54 69.05 40.25 60.28
Template 3 71.85 68.04 41.51 60.47
Template 4 72.40 69.27 42.08 61.25

Table 5: Performance of LaERC-S with different tem-
plates on three benchmark datasets.

5.2 Different LLMs Impact on speaker
Characteristic Extraction

To demonstrate the expansibility of LaERC-S, we
make a comprehensive comparison of the gener-
ated speaker characteristics from different large
language models with parameters ranging from
7B to 13B, as shown in Table 4. Specifically, we
employ a series of representative LLMs includ-
ing Mistral-7B (Jiang et al., 2023), Mixtral-8×7B
(Jiang et al., 2024), Claude-3-Haiku, Llama2 (13B,
7B) (Touvron et al., 2023), for evaluation. In the
first row of the table, we present the performance
of the baseline to intuitively understanding the im-
pact of speaker characteristics in LaERC-S. We
can see that various LLMs generate the speaker
characteristics that is beneficial to provide the per-
formance improvements of the proposed method.
This emphasize the expansibility of the LaERC-
S. Moreover, we intuitively think the reason why
Llama3-13B performs worse than Llama2-7b is the
inconsistency of the adopted models between ex-
traction and injection. The larger-scale language
models have not yet provided significant improve-
ments in performance. However, LaERC-S em-
ploys Llama2-7B to generate speaker characteris-
tics and further train it for more accurate emotion
predictions.

5.3 Different Template Impact on Speaker
Characteristics Generation

To explore the impact of various templates in per-
formance, we conduct experiments with four dif-
ferent templates (more details about the templates
can be found in Appendix A.4.3 ), as presented in
Table 5. We randomly sampled 100 samples from
the training set and generated speaker characteris-
tics for each instance using four different templates.
We manually validated the quality of the speaker
characteristics produced for sample to determine
which template to select. Among the 100 samples,
we discovered that 80% selected Template 4, 8%
selected Template 3, 7% selected Template 2, and
5% selected Template 1.

Specifically, Although each template solely ex-
ists subtle discrepancies, they present different re-
sults. For instance, the word “potential” in template
4 is removed in template 2, leading to a 0.97% drop
in performance, suggesting the importance of the
template in LaERC-S. These experiments proves
that LLMs are sensitive to templates, which vali-
dates that a good template is important in LaERC-S
for emotion recognition task. Therefore, we choose
the template 4 in LaERC-S to perform more accu-
rate emotion predictions.

5.4 Robustness Analysis

To validate the robustness capability of LaERC-S,
we conduct a cross-dataset validation experiment.

Specifically, we first extract data with the same
proportion from the training sets of three datasets,
and then merge them into a mixed dataset. Subse-
quently, we train LaERC-S on the mixed dataset
and inference on the test sets of the three original
datasets. Finally, we demonstrate the generaliza-
tion of LaERC-S by comparing its weighted-F1
score to that obtained from training and inference
both on the original dataset. Notably, in this ex-
periment, we choose InstructERC as our strong
baseline due to its outstanding performance com-
pared to other previous ERC models.

The results are shown in Figure 3, from which
we can observe that LaERC-S is less affected by
the cross-dataset validation compared to Instruc-
tERC. More specifically, in the dataset IEMOCAP
and EmoryNLP, the ‘Avg’ of the proposed LaERC-
S surpasses the baseline method InstructERC by
significant improvements of 0.29% and 0.39%, re-
spectively. Even in the more complex conversa-
tion dataset MELD, LaERC-S presents a better
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Figure 3: The cross-datasets analysis. ‘Single’ and ‘Mixed Ratio’ refer to training on a single and mixed dataset,
respectively. We sequentially select data from each dataset in the ratios of 1/8, 1/4, 1/2, and 1. ‘Avg’ represents the
average of the differences between ‘Single’ W-F1 and ‘Ratio mix’ W-F1.

Figure 4: The case study of three samples from IEMO-
CAP dataset.

robustness (a performance improvement of 0.41%).
These phenomena exhibits the exceptional robust-
ness of our model. More details about robustness
analysis can be found in Appendix A.1.

6 Case Study

In this section, we present two influence to ERC, in-
cluding, speaker characteristic categories and emo-

tional clues in speaker characteristics.
The difference between dynamic speaker charac-
teristics and static speaker characteristics. Fig-
ure 4 (a) and (b) gives two demonstrations from
IEMOCAP dataset about the same sentence af-
fected by static speaker characteristics and dynamic
speaker characteristics and then generate different
emotional responses. Conversation (a) predict a
neutral label due to the fact that speaker character
is expressed as sympathy. In the contrast, conversa-
tion (b) generates an interactive characteristic of the
current listener including some dynamic emotional
clues about frustration.
The impact of emotional clues in speaker char-
acteristics. Figure 4 (c) shows the impact of emo-
tional clues in speaker characteristics. We can find
that the responses a word ‘Happy’ of listeners gen-
erated will align with the emotional expression of
the speaker. It can assist the model in producing
accurate results.

7 Conclusion

In this paper, we propose LaERC-S, a novel frame-
work that explores speaker characteristics, such
as mental state, behavior and persona, to promote
the progress of emotion recognition in conversa-
tion (ERC). LaERC-S is well-designed with three
imperative parts: speaker characteristics extrac-
tion, speaker characteristics injection and emotion
analysis, all of which work in harmony to make
the model reason emotional dynamics and identify
emotional tendencies for each utterance in con-
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versations. Extensive experiments on three public
conversation datasets demonstrate the effectiveness
and superiority of our proposed LaERC-S.

In the future work, we would like to delve into
the correlation and discrepancy between speaker
characteristics in form of diverse expressions. This
reason is that the speaker-specific information un-
der different perspectives presents consistent clues
of an identical emotion for the utterance. These
properties can make the model possess convincing
explanations for emotion analysis.

Limitations

While LaERC-S has made a significant progress in
adapting the LLMs for the task of emotion recog-
nition in conversation, the current work can still
be improved in the following ways. Firstly, it is
important to find effective ways to maintain an effi-
cient running cost for such large-scale embedding
models. Secondly, speaker characteristics around
the mental state and behavior of interlocutors have
potential to be extended to other tasks in the realm
of natural language processing.
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A Appendix

A.1 The Details of Robustness Experiment
In this section, we will introduce how to construct
the custom dataset used in § 5.4. Specifically, since
the emotional labels in each original dataset are
different, we need to map them to a unified label
before the extracting and merging, as shown in
Table 6.

A.2 Details of the Datasets
IEMOCAP is a dataset collected from improvisa-
tions or scripted scenarios, which contains 12 hours
of conversation videos from 10 unique speakers. It
has five sessions consisting of 151 conversations
and 7,433 utterances. Each utterance is annotated
with one of six emotion classes: neutral, happy,
sad, excited, angry, and frustrated.
MELD is another dataset including more than
13,000 video snippets from the Friends TV series.
It comprises 1,433 conversations and 13,708 utter-
ances in total. Each utterance is labeled as one of
seven emotion categories: anger, disgust, fear, joy,
neutral, sadness, and surprise.
EmoryNLP is also based on the Friends TV series,
which contains 97 episodes, 897 scenes and 12,606
utterances. Each utterances is annotated as one
of seven emotion types: neutral, joyful, peaceful,
powerful, scared, mad, and sad.

A.3 The Context Window Investigation
To examine the impact of the context window in the
performance, we conduct a parametric sensitivity
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Number IEMOCAP MELD EmoryNLP Final Emotion
1 happy joyful joyful joyful
2 sad sad sad sad
3 neutral neutral neutral neutral
4 angry angry mad mad
5 excited - - excited
6 - surprise powerful powerful
7 scared fear frustrated fear
8 - - peaceful peaceful
9 - disgust - disgust

Table 6: Unified Label Mapping

analysis with different context window, as depicted
in Table 7. We can notice that LaERC-S achieves
the superior performance over InstructERC under
any context window settings. This highlights the
efficiency of LaERC-S on the task of ERC. For
reference, in the first row of the table, LaERC-
S provides a 5.01%, 2.79%, and 1.52% improve-
ments over InstructERC on IEMOCAP, MELD,
and EmoryNLP, respectively. With the size in-
creasing of the context window, the performance of
both methods presents a tendency of improvement.
Compared with MELD and EmoryNLP, the models
on the dataset IEMOCAP present a significant im-
provement with the same context window. This is
attributed to the average length of conversation in
various datasets. The average length of IEMOCAP
is longer than that of other datasets, thereby exploit-
ing the larger window providing the necessary his-
torical context for an improvement in performance.
Although the performance discrepancy between
them gradually decreases, the proposed LaERC-S
still achieves significant superiority on three bench-
mark datasets. Therefore, we set a context window
of 12 in LaERC-S to sufficiently capture the histor-
ical cotext in a conversation.

A.4 Prompts

A.4.1 Definitions of key elements
We give the definition of key elements in Table 8.
This key elements include nine categories.

A.4.2 Prompts for key elements
The key elements are used in template for speaker
characteristics extraction and injection. As il-
lustrated in Table 8 and Table 9, we design the
instruction-following templates for speaker charac-
teristic extraction and injection, respectively. These
templates provide precise descriptions for basic el-
ements, such as “title”, “specific token”, “objective”
and “constraint”, to promote LLMs in performing
the ERC task. Such a design is essential to guaran-

tee clarity and accuracy in each stage.

A.4.3 Details of Various Templates Design on
Speaker Characteristics Extraction

In the different template design shown as Table 10,
we have designed different textual expressions for
each key element of speaker characteristics. For ex-
ample, the key element "oReact" can be expressed
as "the reaction of potential listeners", "the reac-
tion of listeners", "the oReact of listeners ", and
"the reaction of listeners to the event". We find
that we use template with "the reaction of potential
listeners" word can better extract accurate speaker
characteristics.

A.5 The analysis of different emotion label’ s
performance

Compared with InstructERC, our method achieves
improvements in most emotion label, and presents
sub-optimal performance in rare cases. (1) As for
IEMOCAP, our method is superior to InstructERC
across all emotion classes. The highest gain is
6.63% on “Happy”. (2) As for remaining two
datasets, our method still maintains consistent im-
provements, and achieves sub-optimal results on
“Disgust” due to its few samples (2.6% of the total
dataset).
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Context
Window

IEMOCAP MELD EmoryNLP
InstructERC LaERC-S InstructERC LaERC-S InstructERC LaERC-S

1 56.12 61.13 (5.01↑) 65.91 68.70 (2.79↑) 38.32 39.84 (1.52↑)
5 68.65 69.97 (1.32↑) 66.97 69.21 (2.24↑) 40.48 41.96 (1.48↑)
12 71.39 72.40 (1.01↑) 69.15 69.27 (0.12↑) 41.37 42.08 (0.71↑)

Table 7: Parameter analysis of the context window in the proposed method LaERC-S on three widely-used benchmark
datasets. The symbol ↑ represents an improvement in performance over the compared method InstructERC.

Key element Description

Mental-state
xIntent The reason why the speaker would cause the event
xReact The reaction that the speaker would have to the event
oReact The reaction of listeners to the event

Event

xWant What the speaker may want to do after the event
oWant What the listener may want to do after the event
xEffect The effect the event would have on the speaker
oEffect The effect the event has on the listener
xNeed What the speaker might need to do before the event

Persona xAttr How the speaker might be described given their part in the event

Table 8: Definitions of different key elements.

Key element Prompt Speaker characteristics

xIntent

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker1:"Okay, so big news." Speaker0:"What?" ###
Please use common sense to infer the intention of <Speaker0:"What?" >:

Expecting explanation
or clarification

xReact

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker1:"Okay, so big news." Speaker0:"What?" ###
Please use common sense to infer the reaction of speaker in <Speaker0:"What?" >:

Surprised and curious
about the news

oReact

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker1:"Okay, so big news." Speaker0:"What?" ###
Please use common sense to infer the reaction of potential listeners in <Speaker0:"What?" >:

Listener looks surprised
and excited.

xEffect

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker1:"Okay, so big news." Speaker0:"What?" ###
Please use common sense to infer the effect on speaker in <Speaker0:"What?" >:

Speaker 0 looks excited
about the news

oEffect

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker1:"Okay, so big news." Speaker0:"What?" ###
Please use common sense to infer effect of potential listeners in <Speaker0:"What?" >:

Expectation arises;
curious minds eagerly

await details

oWant

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker1:"Okay, so big news." Speaker0:"What?" ###
Please use common sense to infer the wanted by listeners in <Speaker0:"What?" >:

Exciting development or
surprise event

xAttr

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker1:"Okay, so big news." Speaker0:"What?" ###
Please use common sense to infer the attribute of speaker in <Speaker0:"What?" >:

Speaker 0 is a
curious person

xwant

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker1:"Okay, so big news." Speaker0:"What?" ###
Please use common sense to infer the wanted by speaker in <Speaker0:"What?" >:

Want to know
the big news

xneed

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker1:"Okay, so big news." Speaker0:"What?" ###
Please use common sense to infer the need of speaker in <Speaker0:"What?" >:

Expecting important
information or reaction

Table 9: Prompts of different key elements.
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Template Prompt

Template1

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker0 : ”Hey.”Speaker1 : ”Hey.”Speaker0 : ”Esmeralda, guesswhat?”###
Based on the above historical utterances, please use common sense to infer

the reaction of listeners to the event in <Speaker1 : ”What?” >in no more than ten words of output :

Template2

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker0 : ”Hey.”Speaker1 : ”Hey.”Speaker0 : ”Esmeralda, guesswhat?”###
Based on the above historical utterances, please use common sense to infer

the reaction of listeners in <Speaker1 : ”What?” >in no more than ten words of output :

Template3

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker0 : ”Hey.”Speaker1 : ”Hey.”Speaker0 : ”Esmeralda, guesswhat?”###
Based on the above historical utterances, please use common sense to infer

the oReact of listeners in <Speaker1 : ”What?” >in no more than ten words of output :

Template4

Now You are an expert who is good at using common sense for reasoning.
The following conversation noted between ’### ###’ involves several speakers.

### Speaker0 : ”Hey.”Speaker1 : ”Hey.”Speaker0 : ”Esmeralda, guesswhat?”###
Based on the above historical utterances, please use common sense to infer

the reaction of potential listeners in <Speaker1 : ”What?” >in no more than ten words of output :

Table 10: The samples of different templates.
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