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Abstract

Event relation extraction (ERE) is becoming
increasingly important in the era of large lan-
guage models. An extensive body of research
has explored how performance can be fur-
ther enhanced by the emergence of exciting
technologies like chain-of-thought and self-
refinement. In this paper, we introduce MMD-
ERE, a Multi-agent Multi-sided Debate ap-
proach for Event Relation Extraction, which
explores the understanding of event relations
among different participants before and after
debate. Specifically, for organizing the debate,
participants are divided into multiple groups,
each assigned its own debate topic, and the pro-
cess effectively integrates both cooperation and
confrontation. We also regard the audience as a
crucial participant, as their conclusions from an
observer’s perspective tend to be more objec-
tive. In the end, we explore the understanding
of event relations among different participants
before and after the debate. Experiments across
various ERE tasks and LLMs demonstrate that
MMD-ERE outperforms established baselines.
Further analysis shows that debates can effec-
tively enhance participants’ understanding of
event relations.

1 Introduction

Event relation extraction (ERE) aims to extract
event relations, such as causal and subevent rela-
tions, between events within documents, revealing
the underlying reliable document structures. This
becomes increasingly important in the era of large
language models (LLMs), as it can enhance the rea-
soning capabilities of LLMs, thereby facilitating
their application in real scenarios.

Over the past year, LLMs have achieved remark-
able performance as general task-solving agents in
various natural language processing (NLP) tasks,
such as language generation and understanding.
This progress has led to the emergence of exciting
technologies, such as chain-of-thought (CoT) (Wei

Figure 1: Basic single model instance (top) and multi-
agent multi-sided debate (bottom).

et al., 2022) and self-refinement (Madaan et al.,
2023), which simulate the characteristics of human
problem-solving through the generation of inter-
mediate steps or iterative revision. Many studies
have begun utilizing LLMs to explore the ERE
task (Zheng et al., 2024; Yuan et al., 2023). How-
ever, these techniques are mainly applied to a sin-
gle model instance. Existing research indicates that
LLMs can be overconfident and stubborn (Guan
et al., 2024b), as shown in Figure 1. In contrast,
multiple agents can communicate to capture ex-
ternal insights to tackle complex tasks. However,
when leveraging multi-agent approaches for the
ERE task, there are two critical problems: (1) How
to integrate multi-agent with event relation extrac-
tion? (2) How to design the interactions for multi-
agent?

In this work, we introduce MMD-ERE, a multi-
agent multi-sided debate approach for event rela-
tion extraction, which explores the understanding
of event relations among different participants be-
fore and after debate competition. For integrating
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multi-agent into ERE, one challenge of document-
level ERE involves compressing the document to
highlight the event dependencies. Following this
idea, we choose different ERE methods for agents
with various stances, e.g., generation then extrac-
tion, selection then extraction. This approach en-
ables agents to capture insights at the methodolog-
ical level during interactions rather than focusing
solely on details. For instance, as shown at the bot-
tom of Figure 1, after discussion, the boy not only
understands that S2 is useless for relation extraction
but also gains the inspiration to further compress
the selected sentences using summarization to high-
light event dependencies. For multi-agent interac-
tion, inspired by discussion methods in real-world
teaching scenarios where students are divided into
multiple groups, and drawing on the popular Public
Forum Debate format, we propose a multi-sided
debate based on LLMs. In this format, debaters
are divided into multiple groups, each assigned its
own debate topic, and the process effectively inte-
grates both cooperation (Guan et al., 2024a; Yin
et al., 2023) and confrontation (Liang et al., 2023;
Wang et al., 2023). It’s worth mentioning that we
consider the audience as a crucial participant in the
debate, as their conclusions from an observer’s per-
spective tend to be more objective. In the end, we
explore the understanding of event relations among
different participants before and after the debate.
Our contributions include the following:

• We build a multi-agent multi-sided debate ap-
proach for event relation extraction, namely
MMD-ERE, which explores the understand-
ing of event relation among different partici-
pants through the debate.

• MMD-ERE divides debaters into multiple
groups, each assigned its own debate topic,
and the process effectively integrates both
communication and confrontation.

• Experimental results show that MMD-ERE
outperforms the baseline models, and the anal-
ysis of the impact of different participants re-
veals that debates can effectively enhance par-
ticipants’ understanding of the problems.

2 MMD-ERE

This section aims to elaborate on the principal com-
ponents in MMD-ERE, as shown in Figure 2, in-
cluding Debate Participants, Debate Topic, and
Debate Process.

Figure 2: The framework of MMD-ERE. We display
the Constructive Speech phase among different agents.

Debate Participants. Our framework revolves
around three key participants: Debater, Moderator,
and Audience.

• Debater. Debaters, including both affirmative
side (AFF) and negative side (NEG), are the
main participants in a debate. By presenting
their viewpoints and engaging in discussions
with the other side, they contribute to a deeper
understanding of the debate topic among all
participants.

• Moderator. The moderator is responsible for
explaining and enforcing the rules of the com-
petition, ensuring fairness and the smooth pro-
gression of the match, while also guiding the
discussion and acting as a judge when nec-
essary to determine the final outcome of the
competition.

• Audience. By listening to the debate, the au-
dience deepens their understanding of the de-
bate topic. As observers, they can judge and
understand the debate topic from a more ob-
jective perspective.

Debate Topic. We focus on document-level event
relation extraction by organizing a formal debate
to explore the understanding of the debate topic
among different participants. A major challenge
in ERE involves long-distance dependencies (Tang
et al., 2021; Tran Phu and Nguyen, 2021; Chen
et al., 2022). One approach to solving this chal-
lenge is to compress the document to model the
relations between events, typically employing two
strategies: (1) Generation-then-Extraction (GtE),
which generates summaries for event pairs to com-
press the document (Guo et al., 2023); (2) Selection-
then-Extraction (StE), which selects a set of sen-
tences from the document that are useful for rela-
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Methods
MAVEN-ERE EventStoryLine

Causal Subevent Causal
P R F1 P R F1 P R F1

Basic LLMs
Whole Document 35.25 39.81 37.39 67.31 36.65 48.75 19.63 24.99 21.62
Target Sentence Pair 36.74 35.49 36.11 69.21 37.68 49.04 21.00 20.46 20.73

Single Agent
CoT 42.09 41.05 41.56 61.42 38.61 49.82 23.47 37.24 24.56
Self-Refinement 49.89 40.81 42.66 59.72 43.57 51.71 23.26 39.40 24.93

Multiple Agents
EoT 47.32 43.52 45.34 71.13 43.82 55.47 23.45 45.66 26.16
MAD 50.34 44.52 47.26 70.66 47.73 57.31 23.85 39.57 25.86

Ours
AFF Side 47.46 60.49 53.19 62.25 59.39 60.78 22.59 40.66 29.04
NEG Side 50.34 43.52 46.26 60.67 65.54 63.88 23.74 28.90 26.07
Moderator 44.72 63.32 50.71 57.61 45.28 54.37 22.83 42.46 29.70
Audience 53.27 59.49 54.43 71.71 53.96 61.58 22.48 35.58 28.31
Overall 48.83 64.51 55.59 68.60 58.42 63.10 23.97 43.76 30.22

Table 1: Model performance of different methods on casual and subevent relations.

tion extraction to enhance the connection between
events (Wang et al., 2020; Man et al., 2022; Xu
et al., 2022);

Debate Process. The debate process is structured
into five distinct stages. (1) Opening Remarks are
made by the moderator, who introduces the debate
rules, debate topic, and positions of the debating
sides (affirmative or negative). (2) Constructive
Speech is delivered by both the affirmative and
negative sides, each presenting their stance, ap-
proach, and detailed solution process. (3) Rebuttal
Speech involves the affirmative debater question-
ing the negative side’s approach, and specific so-
lution processes. The negative debater responds
to the affirmative’s questions and poses their own.
Aside from the first debater of both sides, all other
debaters participate in this phase. (4) Free De-
bate allows debaters to delve deeper into previous
arguments, respond to the opponent’s questions,
introduce new evidence and examples, and further
clarify their positions and arguments. Each side
of the debate may speak up to three times. (5)
Conclusion and Summation involves various de-
bate participants. First, each side of the debate
summarizes their stance and discusses whether the
opponent’s views have contributed to their conclu-
sions. Second, the moderator provides an overview
of the debate’s overall situation. Third, the audi-

ence summarizes their understanding of the debate
topic before and after participating in the debate.

We not only focus on improving the performance
of event relation extraction but are also deeply in-
terested in the impact of debates on different par-
ticipants’ understanding of the debate topic. There-
fore, all participants will provide their event rela-
tion extraction results before and after the debate.
Detailed debate process is in Appendix A.

3 Experiments

3.1 Datasets

The experiments are conducted on two datasets:
MAVEN-ERE (Wang et al., 2022), which focuses
on causal, temporal and subevent relations, and
EventStoryLine (Caselli and Vossen, 2016),which
focuses on causal relations. Following existing
work (Guan et al., 2024c), we select 50 documents
for each type of relation, collect 605 and 404 in-
stances of causal and subevent relations respec-
tively in MAVEN-ERE, and gather 782 causal rela-
tions in EventStoryLine.

3.2 Evaluation Metrics

For evaluation, we employ similar settings to
those described by Wang et al. (2024); Guan et al.
(2024c), which take into account relation direc-
tions and compute sub-relations. For example, in
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EventStoryLine, the causal relation includes “PRE-
CONDITION” and “Falling Action”. Furthermore,
we use the standard Precision (P), Recall (R), and
F1-score (F1) as evaluation metrics, following ex-
isting research (Wang et al., 2024; Guan et al.,
2024c; Cao et al., 2021; Wang et al., 2022).

3.3 Baselines
To rigorously and comprehensively evaluate our
proposed method, we design three types of base-
lines. (1) We first evaluate the performance of
basic LLMs. Whole Document refers to predict-
ing event relations based on the entire document.
Target Sentence Pair refers to using only the sen-
tences containing the target events for prediction.
(2) We select two widely used single-agent meth-
ods: CoT and Self-Refinement. (3) We select
two multi-agent methods: Exchange of Thought
(EoT) (Yin et al., 2023) and Multi-Agent Debate
(MAD) (Wang et al., 2023; Liang et al., 2023).

3.4 Main Results
The overall results on MAVEN-ERE and EventSto-
ryLine are shown in Table 1. Our MMD-ERE
equipped with debate topics for different partic-
ipant groups achieves the best performance. We
also have the following three key observations.

(1) For basic LLMs, using the entire document
directly for prediction yields the lowest results, in-
dicating that extracting event relations remains a
challenging task. However, employing single agent
based methods like CoT and Self-Refinement im-
prove performance, suggesting that this idea can
enhance relation dependency modeling.

(2) Comparing single-agent and multi-agent re-
sults, EoT and MAD achieve better results through
communication between different agents.

(3) Regarding debate participants, it is evident
that through debates, different participants such as
AFF, NEG, Moderator, and Audience, all achieve
relatively good performance, demonstrating that
MMD-ERE can effectively help capture the rela-
tions between events. Unless otherwise specified,
the experiments are conducted on GPT-4o.

3.5 Analysis on Debate Participants
In this section, we conduct experiments to assess
the impact of different participants, specifically
analyzing their understanding of event relations
before and after the debate. We experiment with
four types of participants: affirmative, negative,
moderator, and audience. For responses before the
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Figure 3: Performance of different debate participants
before and after debate.

debate, after the AFF 1 and NEG 1 present their
problem-solving approaches, participants provide
their extraction results. For responses after the
debate, following the Conclusion and Summariza-
tion stage where participants summarize the debate,
they provide their extraction results. The results,
shown in Figure 3, indicate that performance im-
proves through participation in the debate, proving
the effectiveness of our method.

Methods P R F1
MMD-ERE 48.83 64.51 55.59
w/o Audience 46.98 69.43 54.72
w/o Moderator 48.30 58.33 52.45
w/o Debate Topic 45.66 51.27 50.63

Table 2: Ablation Study.

3.6 Ablation Study
To more specifically validate the different modules
within the MMD-ERE, we conduct experiments
to ablate the audience (w/o Audience), moderator
(w/o Moderator), and debate topic (w/o Debate
Topic). According to the results shown in Table
2, we observe that: (1) the removal of any mod-
ule leads to a decrease in model performance; (2)
the most significant decrease occurs when the de-
bate topic is removed, suggesting that providing
methodological approaches for participants with
different stances facilitates better communication
and enhances relation understanding.

3.7 Analysis on Different LLMs
In addition to GPT-4o, we validate our approach on
other strong LLMs, including closed-source mod-
els such as GPT-3.5 and GLM-4, and open-source
models like LLama and Mistral. The experimental
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Methods P R F1
GPT-4o 48.83 64.51 55.59
GPT-3.5 46.80 62.73 51.35
GLM-4 47.74 46.49 47.11
LLama-3.1-8B 36.75 40.07 38.64
Mistral-7B 37.22 35.97 36.62

Table 3: Performance on different LLMs.

results, as shown in Figure 3, indicate that GPT-
4o achieves the best performance. Compared to
open-source models, closed-source models gener-
ally show higher results. Overall, there is signif-
icant room for improvement in LLMs, indicating
that document-level event relation extraction re-
mains challenging.

4 Related Work

4.1 Event Relation Extraction
Event Relation Extraction is a crucial task in NLP
that focuses on identifying and classifying rela-
tions between events within texts. Research in
ERE has evolved from traditional machine learn-
ing approaches to neural network methods, which
are better equipped to handle the inherent com-
plexities and variabilities of language. Currently,
LLMs have demonstrated significant performance
across various NLP tasks, showcasing robust under-
standing and generation capabilities. Many studies
have begun to explore the performance of LLMs
in ERE (Zheng et al., 2024; Yuan et al., 2023;
Gao et al., 2023), primarily employing methods
like chain-of-thought (Wei et al., 2022) and self-
refinement (Madaan et al., 2023). Chain-of-thought
approaches enable LLMs to sequentially output in-
termediate processes step-by-step. Self-refinement
methods involve LLMs iteratively reviewing their
outputs until they reach the final results.

4.2 Multi-Agent Debate
With the development of LLMs technology, it
has become common to assign role information
to LLMs as agents to solve problems (Xi et al.,
2023). This approach has rapidly expanded to
multiple agents, enhancing the reasoning capabili-
ties of single-agent prompting methods. Currently,
two main types of interaction are used: coopera-
tion (Guan et al., 2024a; Chan et al., 2023) and
confrontation (Wang et al., 2023). For cooperation,
Yin et al. (2023) proposed a multi-agent debate
(MAD) framework where, in the first round, each

agent provides an initial result, and in subsequent
rounds, results are shared among agents to integrate
and refine the final outcome. To better facilitate the
sharing of information, Yin et al. (2023) introduced
four methods of information exchange: memory,
report, relay, and debate. For confrontation, Liang
et al. (2023) divides agents into two sides: the affir-
mative side and the negative side. The affirmative
side continuously refutes the arguments of the nega-
tive side, and ultimately a judge agent generates the
final result. In contrast, in this paper, we draw from
teaching scenario, considering both cooperation
and confrontation. We analyze the performance of
different participants before and after the debate.

5 Conclusion

In this paper, we introduce MMD-ERE, a multi-
agent multi-sided debate approach for event rela-
tion extraction. For integrating multi-agent into
ERE, we choose different ERE methods for agents
with various stances, which enables agents to cap-
ture insights at the methodological level during
interactions rather than focusing solely on details.
For multi-agent interaction, we propose a multi-
sided debate that debaters are divided into multiple
groups, each assigned unique debate topic, and the
process integrates both communication and con-
frontation. Extensive experiments are conducted
on on two widely used datasets, MAVEN-ERE and
EventStoryLine. Experimental results show that
debate strategies can enhance the understanding of
event relations.
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Limitations

In this section, we discuss the limitations of MMD-
ERE. First, we mainly focus on text-based data, and
exploring the performance of multi-agent systems
on multi-modal data is an interesting research point.
Second, since our method relies on structured event
knowledge, manually constructing such knowledge
is time-consuming and labor-intensive, so investi-
gating how to automatically construct structured
knowledge using large language models is another
research direction.
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A Details of Debate Process

The debaters in MMD-ERE consist of two sides:
the affirmative (AFF) and the negative (NEG) side.
The affirmative side includes three debaters: AFF
1, AFF 2, and AFF 3; similarly, the negative side
comprises three debaters: NEG 1, NEG 2, and
NEG 3.

During the Constructive Speech phase, AFF 1
and NEG 1 present their respective teams’ problem-
solving approaches. In the Rebuttal Speech phase,
AFF 2 questions the negative side’s approach, NEG
2 responds to AFF 2’s questions, and subsequently
questions the affirmative side’s approach. This con-
tinues until all participants except for AFF 1 and
NEG 1 have engaged. In the Free Debate phase,
members from both sides actively discuss each
other’s ideas and results, with each side allowed to
speak up to three times. It should be noted that this
entire process requires no human intervention.
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