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Abstract

Relation extraction is a crucial natural language
processing task that extracts relational triplets
from raw text. Syntactic dependencies informa-
tion has shown its effectiveness for relation ex-
traction tasks. However, in most existing stud-
ies, dependency information is used only for
traditional encoder-only-based relation extrac-
tion, not for generative sequence-to-sequence
(seq2seq)-based relation extraction. In this
study, we propose a syntax-aware seq2seq pre-
trained model for seq2seq-based relation ex-
traction. The model incorporates dependency
information into a seq2seq pre-trained language
model by continual pre-training with a seq2seq-
based dependency parsing task. Experimental
results on two widely used relation extraction
benchmark datasets show that dependency pars-
ing pre-training can improve the relation extrac-
tion performance1.

1 Introduction

Information extraction is the task of identifying
both entities and their semantic relationships from
raw texts. Recent studies have shown that gener-
ative language models can perform this task as a
seq2seq task by outputting linearized strings encod-
ing entity pairs and their relations (Paolini et al.,
2021; Huguet Cabot and Navigli, 2021; Wadhwa
et al., 2023). These methods achieved SOTA or
near-SOTA results on several relation extraction
benchmark datasets.

Tian et al. (2022) showed that employing de-
pendency syntax information for pre-training is
effective on the relation extraction in encoder-only
models such as BERT (Devlin et al., 2019). He
and Choi (2023) tackled the tasks of POS-tagging,
constituency parsing, and dependency parsing with
the seq2seq model, achieving SOTA performance.

1The code is available on https://github.com/
aistairc/DepParsingRE
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Figure 1: Overview of the syntax-aware seq2seq pre-
trained model and its application to seq2seq-based end-
to-end relation extraction.

However, there have been no methods that per-
form the dependency parsing task in the form of
seq2seq as pre-training, and it has not been dis-
cussed whether dependency parsing is effective
as a pre-training for performance improvement of
seq2seq-based relation extraction tasks.

We propose a syntax-aware seq2seq pre-trained
model for relation extraction. Specifically, we per-
form the seq2seq-based dependency parsing as con-
tinual pre-training from a publicly available check-
point to incorporate dependency information into
a seq2seq-based pre-trained language model. We
investigate the effect of the pre-training with depen-
dency parsing on downstream relation extraction
tasks. Our contribution is two folds:

• We perform a seq2seq dependency parsing
task as a continual pre-training to obtain a
syntax-aware seq2seq pre-trained model.

• We show the effectiveness of the continual pre-
training with a seq2seq dependency parsing
task on two widely used relation extraction
benchmark datasets: CONLL04 and ADE.

https://github.com/aistairc/DepParsingRE
https://github.com/aistairc/DepParsingRE


7100

“The Reichskammergericht on the other hand was often torn by matters related to confessional alliance.”
Raw sentence from Wikipedia

1 The 2 det
2 Reichskammergericht 9 nsubjpass
3 on 6 case
4 the 6 det 
5 other 6 amod
6 hand 9 nmod
7 was 9 auxpass
8 often 9 advmod
9 torn 0 root
10 by 11 case
11 matters 9 nmod
12 related 11 acl
13 to 15 case
14 confessional 15 amod
15 alliance 12 nmod
16 . 9 punct

Off-the-shelf dependency parser

"The" is a determiner of "Reichskammergericht"; "Reichskammergericht" is a 
passive nominal subject of "torn"; "on" is a case marking of "hand"; … …
… "confessional" is an adjectival modifier of "alliance"; "alliance" is a 
nominal modifier of "related"; "." is a punctuation of "torn".

Flattened parsing output

"The" is a determiner of <extra_id_0>; "Reichskammergericht" is a passive 
nominal subject of "torn"; "on" is <extra_id_1> of "hand"; … …
… "confessional" is an adjectival modifier of "alliance"; "alliance" is a 
nominal modifier of <extra_id_2>; "." is a punctuation of "torn".

Masked and flattened parsing output

Continual pre-training with dependency parsing

seq2seq PLM

"The" is a determiner of <extra_id_0>; "Reichskammergericht" is a passive 
nominal subject of "torn"; "on" is <extra_id_1> of "hand"; … …
… "confessional" is an adjectival modifier of "alliance"; "alliance" is a 
nominal modifier of <extra_id_2>; "." is a punctuation of "torn".

“The Reichskammergericht on the other hand was often torn by matters related 
to confessional alliance.”

<extra_id_0> Reichskammergericht <extra_id_1> a case marking <extra_id_2> related <extra_id_3>

Masked and flattened 
parsing output

Raw sentence
Model input

Model output

Figure 2: Pre-training with dependency parsing

2 Related Work

2.1 Seq2seq Relation Extraction
Several relation extraction approaches have been
recently proposed to address the task using seq2seq
generative models to output string encodings of
target relational triples. Paolini et al. (2021) pro-
posed a framework that formulated many struc-
tured prediction tasks, including relation extraction,
relation classification, and semantic role labeling
as seq2seq tasks where they decode outputs into
structured information. Huguet Cabot and Nav-
igli (2021) proposed REBEL, which extended this
line of work by training BART (Lewis et al., 2020)
specifically for relation extraction using a unique
triplet linearization scheme. Wadhwa et al. (2023)
investigated the use of large language models in-
cluding GPT-3 (Brown et al., 2020) for relation
extraction by training Flan-T5 (Chung et al., 2022)
with Chain-of-Thought style explanations automat-
ically generated by GPT-3. This method achieved
new SOTA results.

2.2 Seq2seq Dependency Parsing
He and Choi (2023) aimed to unleash the po-
tential of seq2seq models for sequence tagging

and structure parsing, such as POS-tagging, con-
stituency parsing, and dependency parsing, by
proposing three novel linearization schemas and
corresponding constrained decoding methods. Al-
though seq2seq dependency parsing methods have
been studied in recent years (Li et al., 2018; He and
Choi, 2023), the dependency parsing task has not
been used in the pre-training of seq2seq language
models.

2.3 Dependency Tree Information and
Relation Extraction

Several studies (Miwa and Bansal, 2016; Tsujimura
et al., 2020) showed dependency tree substructure
information is helpful for relation extraction tasks.
Tian et al. (2022) showed that utilizing depen-
dency syntax information for pre-training is effec-
tive on the relation extraction in encoder-only mod-
els. However, it has not been discussed whether
dependency parsing as a pre-training is effective in
the performance improvement of the seq2seq-based
relation extraction task.
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3 Method

In this study, we propose a novel seq2seq pre-
trained model that captures the dependency struc-
ture of sentences for relation extraction by contin-
ual pre-training with a dependency parsing task.
First, we apply an off-the-shelf dependency parser
to raw sentences to obtain the word dependencies,
and the output of the parser is converted into a flat-
tened sequence in natural language. Then, we apply
span masking to the resulting flattened sequence
and perform a continual pre-training task to gener-
ate masked spans. Figure 2 shows the overview of
our pre-training approach.

3.1 Dependency Parsing

We apply an off-the-shelf dependency parser to a
large amount of raw text to perform sentence split-
ting and obtain dependency trees. Inspired by prior
work (Tian et al., 2022), we convert the outputs of
the dependency parser into a linearized sequence
format that is closer to natural language to make the
model easier to learn the structure of dependency
trees in the pre-training stage. We express the flat-
tened dependency parsing output by writing down
the dependency targets and relations for all words
into natural language, without using transitions by
arc-standard system (Nivre, 2004) as shown in Ta-
ble 1. This formatted sequence is created by ap-
plying the template “x” is r of “y” where y and
r are dependency target word and relation of the
word x. The output is finalized by joining all such
sentences with a semicolon. For the expressions
of the dependency relations, we follow the names
defined by Universal Dependencies (Nivre et al.,
2017), i.e., nsubjpass is converted into passive
nominal subject.

3.2 Span Masking

We prepare the span-based masked data from the
resulting dependency parsing outputs for contin-
ual pre-training so that seq2seq models can learn
dependency structures. The description of depen-
dency on each word is randomly masked accord-
ing to the mask probability p. The parts that can
be masked are the dependency target word, e.g.,

“The” is a determiner of <extra_id_0> or the depen-
dency relation, e.g., “chanceries” is <extra_id_1>
of “became”, where <extra_id_*> means a special
masking token of T5 model. In the dependency
parsing pre-training, the T5 model takes the con-
catenation of the raw sentence and the flattened

Raw sentence
The two chanceries became combined in 1502.
Flattened dependency parsing output

“The” is a determiner of “chanceries”;
“two” is a numeric modifier of “chanceries”;
“chanceries” is a nominal subject of “became”;
“became” is a root of “root”;
“combined” is an open clausal complement of

“became”;
“in” is a case marking of “1502”;
“1502” is a modifier of nominal of “became”;
“.” is a punctuation of “became”.
With span masks

“The” is a determiner of <extra_id_0>;
“two” is a numeric modifier of “chanceries”;
“chanceries” is <extra_id_1> of “became”;
“became” is a root of “root”;
“combined” is <extra_id_2> of “became”;
“in” is a case marking of “1502”;
“1502” is a nominal subject of of “became”;
“.” is a punctuation of “became”.

Table 1: Input sentence, flattened dependency parsing
output, and the output with span masks. Line breaks are
inserted after the semicolons for ease of reading.

parsing output with masks as input and predicts the
masked spans. Since a single input usually con-
tains multiple masked spans, the model predicts
multiple spans together, e.g., <extra_id_0> XXX
<extra_id_1> YYY <extra_id_2> as shown in Fig-
ure 2.

4 Experimental Settings

4.1 Pre-training

We used 1.9M input sentences from the En-
glish Wikipedia data dump with the version of
20220301.en from Huggingface datasets2. The
input sentences are truncated with a maximum se-
quence length of 256, and around 0.5B tokens are
used for our pre-training. In obtaining dependency
relations, we use Berkeley Neural Parser3 (Kitaev
and Klein, 2018) trained on English Penn Treebank
(PTB) (Marcus et al., 1993) to automatically parse
the Wikipedia data into constituency trees and then
convert them into dependency trees by the Stanford
Dependency converter4 (Manning et al., 2014) fol-

2https://huggingface.co/datasets/wikipedia
3https://github.com/nikitakit/

self-attentive-parser
4https://stanfordnlp.github.io/CoreNLP/

https://huggingface.co/datasets/wikipedia
https://github.com/ nikitakit/self-attentive-parser
https://github.com/ nikitakit/self-attentive-parser
https://stanfordnlp.github.io/CoreNLP/
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Params CONLL04 ADE
P R F P R F [%]

TANL (Paolini et al., 2021) 220M - - 71.4† - - 80.61
TANL (multi data) (Paolini et al., 2021) 220M - - 72.6† - - 80.00
REBEL (Huguet Cabot and Navigli, 2021) 460M 75.22 69.01 71.97 80.80 82.62 81.69
REBEL + pre-training (Huguet Cabot and
Navigli, 2021)

460M 75.59 75.12 75.35 81.45 83.07 82.21

Flan T5 (Wadhwa et al., 2023) 760M - - 75.28† - - 83.15
T5 760M 75.78 68.96 72.21 82.70 81.08 81.88
T5 + Dependency Parsing 760M 79.47 71.56 75.31 84.20 82.43 83.31

Table 2: Performance comparison of seq2seq-based models on relation extraction datasets. We exclude methods
that utilize extremely large LMs, such as the GPT family, for fair comparison. † indicates the explicit use of
train+validation set for training. P, R, and F indicate Precision, Recall, and micro-averaged F1-score, respectively.

lowing Tian et al. (2022). We set the probability of
span masking p to 30%. The detailed settings of
pre-training are shown in Appendix B.1.

4.2 Fine-tuning on Relation Extraction Tasks
We followed the same encoding/decoding schema
as Paolini et al. (2021) for fine-tuning seq2seq-
based relation extraction. We show an example of
the input/output of the model below, where enti-
ties are enclosed in brackets, and their types and
relationships are listed with ‘|’ as a separator.

Input: Six days after starting acyclovir she exhib-
ited signs of lithium toxicity.

Output: Six days after starting [ acyclovir | drug
] she exhibited signs of [ [ lithium | drug ]
toxicity | disease | effect = acyclovir | effect =
lithium].

We trained and evaluated our model on the
widely used relation extraction datasets. The statis-
tics of datasets are shown in Appendix A. We used
the micro-F1 score for the evaluation metrics.

CONLL04 CONLL04 (Roth and Yih, 2004) is
composed of sentences from news articles, anno-
tated with four entity types (person, organization,
location, and other) and five relation types (kill,
work for, organization based in, live in, and located
in). To compare with previous work, we use the
test split from Gupta et al. (2016), and the same
validation set as Eberts and Ulges (2020), although
we do not include the validation set at the final
training.

ADE ADE (Gurulingappa et al., 2012) is a
dataset on the biomedical domain, for which
Adverse-Effects from drugs are annotated as pairs

of drug and adverse-effect. The dataset provides
10-fold of train and test splits.

The detailed settings of fine-tuning are shown in
Appendix B.2.

5 Results

5.1 Relation Extraction

Table 2 shows the performance comparison of
seq2seq-based models on relation extraction. Re-
garding the existing baselines, the comparable per-
formance between REBEL with 460M parameters
and T5 with 760M parameters can be attributed
to REBEL using BART-large as its LM backbone,
given that BART-large and T5-large differ in their
pre-training tasks and corpora.

CONLL04 We observed the additional pre-
training with dependency parsing improves the F-
score by 3.10 percentage points (pp) compared to
the vanilla T5-large model. When compared to
other methods, our T5 with dependency parsing
pre-trained model showed comparable performance
to REBEL + pre-training, which is a method that
automatically created relation extraction datasets
from Wikipedia and used it for pre-training, and
Flan T5, which is a T5 model with additional in-
struction fine-tuning.

ADE We found that the dependency parsing pre-
training improved the F-score of the vanilla T5 by
1.43 pp. Our proposed model showed the SOTA
performance on the ADE dataset among seq2seq-
based relation extraction methods.

5.2 Analysis

Table 3 compares the performance of relation ex-
traction tasks under different pretraining settings.
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CONLL04 ADE
P R F P R F [%]

T5 75.78 68.96 72.21 82.70 81.08 81.88
+ our pre-training (word masking) 77.80 68.95 73.11 82.94 81.08 82.00
+ our pre-training (word and tag masking) 79.47 71.56 75.31 84.20 82.43 83.31

Table 3: Performance comparison of T5 and our models. “word masking” refers to a setting where only the target
words of dependencies are masked, while “word and tag masking” allows for masking either the target words of
dependencies or the dependency relation tags.

The results indicate that the model achieves higher
F-scores when both dependency target words and
dependency relation tags are included as candidates
for masking, compared to when only dependency
target words are masked. This underscores the im-
portance of learning both the target words and the
dependency relations for the seq2seq model.

6 Conclusion

This work proposes the seq2seq-based dependency
parsing task as a continual pre-training from T5
checkpoints for a syntax-aware pre-trained seq2seq
model. We evaluate the obtained model on two
widely used relation extraction benchmark datasets.
Experimental results show that dependency parsing
pre-training can improve the relation extraction per-
formance, and the proposed method showed SOTA
or SOTA-comparable results among seq2seq-based
approaches.

For future work, we would like to investigate
upstream tasks other than dependency parsing, such
as part-of-speech tagging, named entity tagging,
and constituency parsing, and their combinations
for pre-training of seq2seq models.

Limitations

This paper shows that using the seq2seq-based de-
pendency parsing as a continual pre-training task
from T5 checkpoints is effective for the end-to-
end relation extraction task. However, there is still
room to be validated for pre-training with depen-
dency parsing. First, we have not discussed how
the continual pre-training affects the knowledge
originally contained in the T5 model for general-
purpose use other than relation extraction. Second,
in this study, we adopted the T5-large model, which
is a relatively small-size seq2seq PLM. We have
not validated models with a larger size of nearly
10B.

Ethical Considerations

This paper utilizes standard publicly available pre-
training corpus: Wikipedia, and relation extraction
benchmarks: CONLL04 and ADE datasets. This
paper solely focuses on technical improvements to
seq2seq-based relation extraction tasks. Any sensi-
tive data, conducting human studies, or developing
applications that could raise ethical flags are not
reported in this paper.
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Entity Relation # of relation triplets
Types Types Train Val. Test

CONLL04 4 5 922 231 288
ADE 2 1 4,272 - -

Table 4: Statistics of the two relation extraction datasets

Somin Wadhwa, Silvio Amir, and Byron Wallace. 2023.
Revisiting relation extraction in the era of large lan-
guage models. In Proceedings of the 61st Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 15566–
15589, Toronto, Canada. Association for Computa-
tional Linguistics.

A Dataset Statistics

Statistics of the relation extraction datasets are re-
ported in Table 4. The ADE dataset provides 10-
fold of train and test splits.

B Implementation Details

B.1 Pre-training
Pre-training through dependency parsing is con-
ducted starting from the parameters of the released
T5-large model, using distributed data-parallel
training with 16 NVIDIA V100 GPUs. The to-
tal batch size is 32. All source texts and target texts
are padded to maximum lengths of 256 and 128
respectively. Adafactor (Shazeer and Stern, 2018)
was adopted as the optimizer, with the learning rate
set to 1e-04. The learning rate linearly decays after
1,000 steps of warm-up.

B.2 Fine-tuning
For fine-tuning, we followed the seq2seq-based re-
lation extraction approach by Paolini et al. (2021),
training the model that underwent pre-training
through dependency parsing. For both CONLL04
and ADE datasets, the source text is padded to
a maximum length of 256, and training was con-
ducted using 8 NVIDIA A100 GPUs. The total
batch size is 80. The learning rate is set to 7e-03
for CONLL04 and 5e-03 for ADE, with the num-
ber of training epochs set to 40 for CONLL and 15
for ADE. For both datasets, the warm-up period is
set to the first 10% of the total training steps, after
which the learning rate linearly decays. During
inference, a beam size of 5 is adopted.
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