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Abstract

While large language models (LLMs) have
shown remarkable capabilities in natural lan-
guage processing, they struggle with complex,
multi-step reasoning tasks involving knowledge
graphs (KGs). Existing approaches that inte-
grate LLMs and KGs either underutilize the
reasoning abilities of LLM or suffer from pro-
hibitive computational costs due to tight cou-
pling. To address these limitations, we propose
a novel collaborative framework named EffiQA
that can strike a balance between performance
and efficiency via an iterative paradigm. Ef-
fiQA consists of three stages: global planning,
efficient KG exploration, and self-reflection.
Specifically, EffiQA leverages the common-
sense capability of LLMs to explore potential
reasoning pathways through global planning.
Then, it offloads semantic pruning to a small
plug-in model for efficient KG exploration. Fi-
nally, the exploration results are fed to LLMs
for self-reflection to further improve global
planning and efficient KG exploration. Empir-
ical evidence on multiple KBQA benchmarks
shows EffiQA’s effectiveness, achieving an op-
timal balance between reasoning accuracy and
computational costs. We hope the proposed
new framework will serve as a step forward in
enabling efficient, knowledge-intensive query-
ing through the integration of LLMs and KGs,
fostering future research on knowledge-based
question answering.

1 Introduction

Large language models (LLMs) (Radford et al.,
2019; Ouyang et al., 2022; Touvron et al., 2023)
have shown impressive capabilities across vari-
ous natural language processing tasks, generat-
ing coherent and context-sensitive responses that
demonstrate deep linguistic insights (Wei et al.,
2022). However, they struggle with complex, multi-
step reasoning tasks, including complex arithmetic
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Figure 1: LLM-based KBQA includes three paradigms:
loose-coupling (LLM-only with prompts), tight-
coupling (LLM exploring KG iteratively), and moderate-
coupling (LLM for planning, plug-in model for KG ex-
ploration).

(Wang et al., 2022), commonsense (Zhao et al.,
2024), symbolic reasoning (Pan et al., 2023b), and
multi-hop question answering (Yasunaga et al.,
2021; Pan et al., 2024a).

To enhance the reasoning abilities of LLMs, tech-
niques like chain-of-thought (CoT) prompting (Wei
et al., 2022) have been developed, enabling step-
by-step rationale generation before arriving at the
final answer. Despite improved performance on
various reasoning tasks (Yao et al., 2024; Besta
et al., 2024; Turpin et al., 2024), CoT prompting
sometimes fails to generate sufficient sub-questions
to gather all necessary information, leading to is-
sues like hallucinations (Lyu et al., 2023; Lin et al.,
2021), opaque reasoning (Suzgun et al., 2022), and
reliance on outdated data (Borgeaud et al., 2022;
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Izacard et al., 2023).
To address these challenges, researchers have

explored integrating external knowledge sources,
such as knowledge graphs (KGs) (Sun et al., 2021;
Yasunaga et al., 2021; Zhang et al., 2022a; Li et al.,
2023b; Pan et al., 2024a), into the reasoning pro-
cess. These methods typically involve retrieving
information from KGs, augmenting the prompt,
and feeding it into LLMs. However, these loose-
coupling paradigms often rely on simple data re-
trieval, failing to harness the full reasoning poten-
tial of LLMs. Consequently, their success hinges
on the completeness and quality of the KGs.

Recent approaches have explored tighter inte-
gration between LLMs and KGs, such as Think-
on-Graph (ToG) (Sun et al., 2023), Reasoning-on-
Graph (Luo et al., 2023), and Chain-of-Knowledge
(Li et al., 2023b). These methods use LLMs to itera-
tively explore entities and relations in KGs, achiev-
ing better performance but at the cost of excessive
computational resources and the risk of inefficiency
due to potential path explosion, which can lead to
suboptimal reasoning in dynamic queries.

Striking a balance between the coupling degree
of LLMs and KGs, such that it can fully utilize
their respective capabilities to enhance KBQA per-
formance while maintaining efficiency, remains a
challenge. To address this challenge, we propose
a novel collaborative framework EffiQA for LLM-
based KBQA, which leverages the commonsense
capability of LLMs for global planning while of-
floading semantic pruning to a small plug-in model.

Specifically, EffiQA consists of the following
stages:

Global Planning. In this stage, LLM is em-
ployed to decompose the question into several se-
mantically coherent trajectories and generate explo-
ration instructions for exploring potential reasoning
pathways and extending search space beyond the
knowledge graph’s structural limits.

Efficient KG exploration. In this stage, a plug-
in model is employed for semantic pruning based
on global planning to remove irrelevant nodes and
paths during the KG search process.

Self-reflection. In this stage, LLM will proceed
to self-reflect on the exploration results to refine
the global planning, leading to improved planning
and exploration in the subsequent iteration.

To strike a balance between performance and
efficiency, EffiQA introduces an enhanced query-

ing strategy that tightly couples the LLM’s instruc-
tions with constrained semantic pruning of the KG.
This allows EffiQA to selectively expand the most
promising graph regions based on semantics and
type of entities, substantially reducing the search
space while maintaining relevance. A fine-grained
semantic matching process further focuses the prun-
ing on conceptually relevant relationships. By hav-
ing the LLM provide high-level guidance while
offloading computationally expensive KG traversal
to a specialized model, EffiQA achieves a balanced
integration.

Different from previous methods, this collabora-
tive approach can not only enhance the reasoning
performance by combining the strengths of LLMs
and KGs but also improve operational efficiency.
Figure 1 shows the difference between the proposed
method and previous methods. By striking a bal-
anced integration between LLMs and KGs, EffiQA
redefines the standards for efficient, knowledge-
intensive querying in KBQA tasks.

2 Related Work

2.1 Integration of External Knowledge
Sources

Recent advancements in LLMs have focused on
enhancing reasoning capabilities by integrating ex-
ternal information (Guo et al., 2023; Yang et al.,
2024). Notable examples include BlenderBot3
(Shuster et al., 2022) and Atlas(Izacard et al., 2023),
which achieves marked enhancements in its perfor-
mance on the Knowledge Intensive Language Tasks
(KILT) benchmark (Petroni et al., 2020). These de-
velopments illustrate a growing trend towards the
dynamic incorporation of external data sources into
LLMs, which serves to enrich their foundational
knowledge base and diminish the frequency of in-
accuracies in generated content (Baek et al., 2023b;
Pan et al., 2024b).

2.2 Knowledge-Enhanced Reasoning in LLMs

LLMs enhanced with structured external knowl-
edge have shown immense potential for accurately
understanding user intentions (Jiang et al., 2023).
Nevertheless, these models often struggle with
complex reasoning tasks, such as multi-hop Knowl-
edge Base Question Answering (KBQA), primar-
ily due to their limited capability in decompos-
ing multi-step problems into essential intermedi-
ate steps needed to derive an answer (Guan et al.,
2024). In response to this challenge, the Chain
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Figure 2: The EffiQA workflow consists of three stages. First, the LLM decomposes the problem and generates
instructions that include simulated answers and actions based on the problem’s logic. Next, EffiQA employs a
plug-in model to execute these instructions, perform efficient knowledge graph exploration, and identify potential
issues. Finally, the LLM reviews the identified problems, iteratively replans, and produces answers once sufficient
information is available.

of Thought (CoT) method was introduced (Wei
et al., 2022), further developed into variations such
as Auto-CoT and Zero-Shot-CoT (Zhang et al.,
2022b; Kojima et al., 2022). This method exempli-
fies a structured prompting technique that signif-
icantly enhances the efficiency of LLMs in nav-
igating complex reasoning tasks. Concurrently,
innovative frameworks like Chain-of-Knowledge
(CoK) (Li et al., 2023b) and Think-on-Graph (ToG)
(Sun et al., 2023) have been developed, integrating
knowledge retrieval directly into the reasoning pro-
cess, thereby enriching the depth and improving
the factual accuracy of the generated responses.

2.3 Advanced Frameworks for Structured
Knowledge Utilization

The evolution of knowledge integration strategies
has significantly advanced the development of
frameworks that facilitate more profound interac-
tions between LLMs and knowledge graphs. For
instance, a work (Pan et al., 2023a) has intro-
duced a method in which LLMs employ a greedy
search algorithm to navigate KGs, enabling more
nuanced interactions with data. In a related devel-
opment, the Clue-Guided Path Exploration (CGPE)
(Tao et al., 2024) framework, which effectively

combines a knowledge base with an LLM, using
clues from queries to guide systematic exploration,
which in turn helps reduce computational loads.
Concurrently, the Verification and Editing (VE)
framework has been developed by (Zhao et al.,
2023). This framework seeks to refine the reason-
ing outputs of LLMs, which consequently increases
both the fidelity and reliability of the model’s re-
sponses.

3 Method

The EffiQA framework consists of three main com-
ponents that are executed iteratively: global plan-
ning, efficient KG exploration, and self-reflection.
In the global planning stage, LLM is leveraged
to decompose the input question into semantically
coherent trajectories and generate exploration in-
structions, which helps explore potential reasoning
pathways and extend the search space beyond the
structural limits of the KG. Then, a small plug-in
model is employed for efficient KG exploration,
performing breadth-first search and semantic prun-
ing on KG with the help of exploration instructions.
In the self-reflection stage, LLM will reflect on the
exploration results to revamp global planning and
KG exploration for further improvement. Figure
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2 shows the overall framework of the proposed
method.

3.1 Global Planning

In the global planning phase, the LLM leverages
its powerful reasoning abilities to globally plan the
exploration pathway. At this stage, LLM will give a
set of instructions based on the given question and
initial entity to guide the plug-in model to explore
the graph.

Query Decomposition Initially, the LLM iden-
tifies the primary subject entity e0 from the query
and deconstructed into M sub-questions Q =
{q1, q2, . . . , qM} with adverbial qualifiers D =
{d1, d2, . . . , dN}, where (N ≤ M ). This process
is formulated as:Q,D ← Decompose(query, e0).

Instruction Generation and Optimization Af-
ter decomposition, the LLM generates simu-
lated answers Ai ← Simulate(ei, qi, di) and con-
structs corresponding instructions instructions←
S(ei, qi, di) to guide the plug-in model in effi-
ciently navigating the knowledge graph. Specif-
ically, "forward search" instructions are created
for sub-questions, and "adverbial qualifier" instruc-
tions are designed to handle qualifiers; these are
collectively referred to as action instructions. Ad-
ditionally, we have developed other action instruc-
tions tailored for the plug-in model and generate
the appropriate matching instructions. For example,
Figure 3 illustrates the retrieval of a sports event
type.

3.2 Efficient KG exploration

The simulated answers and actions generated by
global planning can effectively guide the plug-in
model based on an intuitive prior premise: when
LLM answers a question, the content of the answer
may be inaccurate, but will generate simulated an-
swers of the same type or with similar semantics as
the answer. Using the simulated answers, we imple-
ment a constrained search with semantic pruning,
selectively expanding promising entities to opti-
mize efficiency.

Initialization and Systematic Exploration
Graph initialization define the knowledge graph
G = (E,R) and start BFS from e0 and for each
entity ecurrent in BFS, evaluate relations r, select
a representative tail entity, and perform semantic
matching with simulated answers using entity
descriptions and triples.

Algorithm 1 EffiQA Framework
1: Input: Query q, Knowledge Graph G
2: e0 ← EXTRACTENTITY(q)
3: while not converged do
4: Q,D ← DECOMPOSEQUERY(q, e0)
5: A← SIMULATEANSWERS(Q, D)
6: Instr← GENERATEINSTR(e0, Q, D)
7: for each instr in Instr do
8: Paths, Problems←KGEXPLORE(G,

e0, instr, A)
9: end for

10: Result, Clues ←AGGREGATE(Paths,
Problems)

11: if Result satisfactory then
12: Output: Final Answer
13: break
14: else
15: REVISEPLAN(Clues)
16: end if
17: end while

Semantic Matching and Graph Traversal Ef-
fiQA uses fine-grained entity typing (FGET) based
on the Ontonotes dataset (Dan et al., 2014) for se-
mantic matching, ensuring exploration focuses on
pertinent relations despite potential inaccuracies
For example, as shown in Figure 3, even if inaccu-
rate instruction content is given due to large model
time constraints, plug-in model execution instruc-
tions still allow the search for premises that are
conceptually consistent despite being inaccurate in
the simulation Continuing below, we demonstrate
the robustness of the semantic matching process in
managing time-sensitive inaccuracies by focusing
on categorical relevance rather than precise data
accuracy.

Sub Question 1: 
Which Olympics will be the last held in Tokyo?

Tokyo

1964           

2021           

host

Instruction 1：
 Answer: 1964 Olympics
Action: forward research

Sub Graph

        Plug-in Model

Match: Event, Sports event

Global Planning part

Japan

     located in

KG Exploration

Figure 3: Despite the challenges associated with the
temporal constraints of the training corpus (up to March
2021), the plug-in model effectively executes accurate
match pruning. The detailed entity typing depicted in
the figure serves solely for illustrative purposes
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If a representative entity a′rep matches ai, extend
exploration to all entities linked by ri, controlling
branching via a threshold. Unmatched relations
r are pruned. Each entity is also checked against
adverbial qualifiers di. Upon reaching the reason-
ing depth, the search ends and qualifying paths are
collected. Problems encountered (e.g., unmatched
paths, excessive branching) are collected with their
subgraphs for further processing.

3.3 Self-reflection

Detailed Answer Aggregation In this phase, the
LLM synthesizes results from efficient KG explo-
ration to ensure answers are contextually relevant
and precisely address the query. Each reasoning
path is verified against its adverbial qualifiers di,
and terminal entities are checked against the final
constraints qfinal. When multiple initial entities e0
are present, validated paths are intersected to iden-
tify consistently relevant entities, enhancing answer
robustness.

Strategic Replanning and Iteration Problem-
atic paths are flagged for re-evaluation and replan-
ning. During this process, the LLM reflects on
issues identified in the efficient KG exploration’s
subgraphs and the generated clue prompts. It then
performs a global replanning that integrates the
problematic subgraphs and clue prompts, ensuring
comprehensive coverage and addressing reason-
ing gaps. This iterative approach systematically
resolves inaccuracies and inefficiencies, leading
to more robust final answers. The final selection
is based on intersected entities e′final, ensuring the
answer is derived from validated paths and fully
meets the initial query requirements.

4 Experiments

4.1 Experimental Setup

4.1.1 Datasets and Metrics
To rigorously evaluate the performance of the
EffiQA framework, we selected five benchmark
datasets: Complex Web Questions (CWQ) (Tal-
mor and Berant, 2018), WebQuestionSP (WebQSP)
(Yih et al., 2016), GrailQA (Gu et al., 2021),
QALD10-en (Perevalov et al., 2022), and Simple
Questions (Bordes et al., 2015). These datasets
were chosen for their varying complexity and the
different types of reasoning challenges they present,
ranging from simple fact retrieval to sophisticated
multi-hop questions. We assessed the framework

on two primary metrics: cost efficiency, which mea-
sures the resource consumption per query, and an-
swer accuracy (Hits@1), defined by the precision
of responses compared to the gold standards.

At the same time, since the recall rate is cru-
cial during path exploration, incorrect pruning will
cause errors and lead to wrong answers. To retain
the correct path while avoiding incorrect pruning,
we define pruning recall as the fraction of correct
paths retained during exploration. When calcu-
lating efficiency, we use the average number of
floating-point operations (FLOPs) per query as an
indicator of computational overhead. Cost effi-
ciency is defined as the ratio of pruning recall rate
to FLOPs, which quantifies the effectiveness of
pruning relative to its computational cost, as shown
Equation 1 below:

Cost Efficiency =
Pruning Recall Rate

FLOPs
(1)

4.1.2 Baselines
EffiQA is benchmarked against key established
methods, including methods of reasoning without
external knowledge, such as standard prompts (IO
prompts) (Brown et al., 2020) and CoT prompts
(Zhang et al., 2022b), as well as some state-of-the-
art methods using external knowledge reasoning.
These comparisons cover hint-based methods, fine-
tuning methods, and different KBQA architectures.
IO prompts and CoT prompts are two methods
that do not require external knowledge, whereas
the tight-coupling KBQA method is the most ad-
vanced approach for KBQA. These comparisons
help illustrate the necessity of external knowledge
in answering complex queries and demonstrate the
cost-effectiveness of EffiQA compared to existing
state-of-the-art methods. Through these compar-
isons, the flexibility and cost-effectiveness of Ef-
fiQA across various datasets can be proven.

4.1.3 Experiment Details
Comprehensive experiments on EffiQA were per-
formed using two distinct LLMs: GPT-3.5-turbo,
GPT-41 and four models with different parameter
sizes for comparison. These models were selected
to assess the framework’s scalability and perfor-
mance across varying computational capabilities.
GPT-4 was utilized to explore the limits of per-
formance in more complex scenarios. To ensure

1Both GPT-3.5-turbo and GPT-4 can be accessed at https:
//openai.com/

https://openai.com/
https://openai.com/
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Method CWQ WebQSP GrailQA QALD10-en Simple Questions

Without external knowledge

IO prompt w/GPT-3.5-turboα 37.6 63.3 29.4 42.0 20.0
CoT w/GPT-3.5-turboα 38.8 62.2 28.1 42.9 20.3
SC w/GPT-3.5-turboα 45.4 61.1 29.6 45.3 18.9

With external knowledge

Prior FT SOTA 70.4β 82.1γ 75.4δ 45.4ϵ 85.8ζ

Prior Prompting SOTA - 74.4η 53.2η - -
Prior tight-coupling SOTAα 72.5 82.6 81.4 54.7 66.7

EffiQA (ours) w/GPT-3.5-turbo 52.1 65.2 63.3 46.2 65.7
EffiQA (ours) w/GPT-4 69.5 82.9 78.4 51.4 76.5

Table 1: Comparison between EffiQA and related methods on KBQA tasks. Method α (Sun et al., 2023) has a
significantly higher cost compared to EffiQA. β (Das et al., 2021), γ (Yu et al., 2022), δ (Gu et al., 2022), ϵ (Borroto
et al., 2022), ζ (Baek et al., 2023a), η (Li et al., 2023a).

consistent and reproducible results, the temperature
setting for all interactions with these models was
fixed at 0, eliminating randomness in responses.

The plug-in model used for node semantic
matching and path pruning utilizes RoBERTa (Liu
et al., 2019), fine-tuned on the modified OntoNotes
v5 dataset2, and a entity typing training set of over
10,000 entities generated using GPT-4 for fine-
tuning. The dataset is generated using the clas-
sification standards from the Context-Dependent
Fine-Grained Entity Type Tagging method (Dan
et al., 2014) as the basis for entity typing. Since
only the path pruning process involves entity typ-
ing, to ensure accurate recognition of the named
entity recognition (NER) part, we use special mark-
ers to mark the entities that need to be classified and
then fine-tune the model to ensure that the specified
entities can be correctly identified.

4.2 Main Results

4.2.1 Comparison to Other Methods
We compare EffiQA with some frameworks with-
out external knowledge. As a baseline for large
model capabilities, that is, the knowledge contained
in the large models themselves, as can be seen
from Table 1, the methods without external knowl-
edge generally perform poorly, reflecting the LLMs
dependence on knowledge graphs for answering
knowledge-based questions. EffiQA leverages both
large and smaller specialized language models inte-
grated with external knowledge graphs, surpassing

2OntoNotes v5 can be downloaded at https://
huggingface.co/datasets/conll2012_ontonotesv5

all methods that do not use external knowledge.
At the same time, EffiQA provides a distinctive
advantage over traditional fine-tuning approaches
with its plug-and-play capability that requires no
dataset-specific training.

Comparison with methods using external knowl-
edge shows that even without any fine-tuning, Ef-
fiQA still outperforms existing fine-tuning meth-
ods. Particularly noteworthy is its performance
on single-hop datasets. In comparison to ToG,
which tightly couples with LLMs and KGs, Ef-
fiQA demonstrates competitive strength. Notably,
EffiQA excels in single-hop datasets like Simple-
Questions, where it achieves 65.7% accuracy with
GPT-3.5-turbo and 76.5% with GPT-4, underscor-
ing its effective global planning for enhancing ac-
curacy without sacrificing recall—a common short-
fall in larger models that heavily prune data. The
framework’s strategy for addressing simple ques-
tions enhances accuracy without compromising the
recall rate, a common issue in large models that
employ aggressive pruning techniques, where Ef-
fiQA’s global planning proves highly effective.

EffiQA also demonstrates competitive results on
multi-hop datasets such as ComplexWebQuestions
(CWQ) and WebQuestionsSP (WebQSP), scoring
69.5% and 82.9% respectively when using GPT-4.
These results demonstrate that EffiQA’s strategy
of leveraging external knowledge significantly im-
proves LLMs’ deep reasoning capabilities, effec-
tively managing complex queries that often pose
challenges to tightly-coupled approaches that in-
tegrate LLMs and knowledge graphs, as they typ-

https://huggingface.co/datasets/conll2012_ontonotesv5
https://huggingface.co/datasets/conll2012_ontonotesv5


7186

ically consume at least twice the resources of Ef-
fiQA while achieving similar performance.

4.2.2 Performance with Different Backbone
Models

In exploring the integration of EffiQA with differ-
ent LLM backbones, we conducted ablation stud-
ies using a range of different scale models in ta-
ble 2, since EffiQA relies heavily on LLM with
powerful reasoning capabilities to give accurate
instructions, we chose Llama3.1-8B (Vavekanand
and Sam, 2024), GPT-3.5-turbo, Deepseek-V2, and
GPT-4 as our planning and aggregation iteration
modules. These studies aim to evaluate how the
underlying LLM affects the overall accuracy of
the system on multiple datasets such as CWQ and
WebQSP.

Method CWQ WebQSP

Fine-tuned Baseline
NSM α 53.9 74.3
DeCAF β 70.4 82.1

Prompting Baseline
KD-CoT γ 50.5 73.7

LLMs
COT (Llama3.1-8B) 32.8 56.6
EffiQA (Llama3.1-8B) 37.4 58.3
Gain +4.6 +1.7

COT (DeepSeek-V2) 41.2 57.8
EffiQA (DeepSeek-V2) 61.7 67.4
Gain +20.5 +9.6

COT (GPT-3.5-turbo)δ 38.8 62.2
EffiQA (GPT-3.5-turbo) 52.1 65.2
Gain +13.3 +3.0

COT (GPT-4)δ 46.0 67.3
EffiQA (GPT-4) 69.5 82.9
Gain +23.5 +15.6

Table 2: Performance comparison of methods on CWQ
and WebQSP datasets. EffiQA consistently improves
performance. α (He et al., 2021), β (Yu et al., 2022),
γ (Wang et al., 2023), δ (Sun et al., 2023).

The results show EffiQA’s performance im-
proves with model capacity and complexity. No-
tably, Deepseek-V2 activates fewer parameters
than GPT-3.5-turbo yet outperforms it, demonstrat-
ing the MOE architecture’s effectiveness. GPT-4
excels in complex multi-hop queries due to strong
inference capabilities. EffiQA is highly sensitive
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Figure 4: Accuracy by Reflection Iterations on WebQSP
Dataset (MAX_REFLECTION=5)

to the LLM’s reasoning abilities, such as global
planning and self-reflection, which enhance accu-
racy by improving instructions and PLM pruning,
reducing repeated reasoning. When integrated with
Llama3.1-8B, EffiQA gains performance, but im-
provements are limited by the smaller scale, high-
lighting its reliance on robust planning typically
found in larger models.

4.3 Ablation study

4.3.1 Effect of Reflection Iterations on
Accuracy

To investigate the impact of reflection iterations on
model accuracy, we conducted experiments on the
WebQSP dataset with a maximum of 5 reflection
iterations. As shown in Figure 4, the accuracy of
the model improves consistently with an increas-
ing number of reflection iterations. The trend line
in the graph indicates a strong positive correlation
(r=0.84) between the number of reflections and
the accuracy rate, demonstrating that iterative re-
flections contribute to better performance in entity
classification tasks.

The progressive improvement suggests that in-
corporating multiple reflection iterations enables
the model to refine its understanding and make
more accurate predictions, possibly by reinforc-
ing correct classifications and learning from mis-
takes. This reinforces the utility of our approach,
especially in scenarios where high accuracy is
paramount. By employing up to 5 reflection itera-
tions, the model achieves significant performance
gains, providing a balance between computational
cost and accuracy enhancement.

4.3.2 Model scale, Efficiency and Performance
In order to prove that when PLM obtains LLM
instructions, the recall rate of semantic matching
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Figure 5: Path Recall Rate and Cost Efficiency of various model sizes on CWQ and WebQSP datasets. The medium-
sized entity typing model achieves an optimal balance between recall and cost. α: RoBERTa models fine-tuned with
increased parameters. β: Activation parameters calculated using the MoE model. γ: GPT-4 parameter estimates
based on scale, as exact numbers are undisclosed.

and path pruning can achieve equivalent effects to
LLM direct pruning, but its cost-effectiveness has
obvious advantages compared with large models,
we compare Models of different sizes perform in
path pruning and semantic matching tasks through
entity typing. The following figure 5 shows the
change curve of recall rate and cost-effectiveness
of path pruning by models of different sizes under
different hop numbers in the CWQ and WebQSP
data sets.

Among which models above 1B are the current
mainstream decoder-only architecture, using the
generative classification method. For these mod-
els, the CoT method is used and 2-shot is used
for inference, while the models below 1B are dedi-
cated entity typing models. Inference is performed
after fine-tuning. The fine-tuning process uses
2*NVIDIA 4090 24G, the learning rate is set to
5e-6, and the original data set is used plus the gen-
erated training set for fine-tuning for 20 epochs.

It is worth noting that the recall rate of path
pruning is not equal to the accuracy of the model’s
direct classification of entities, because the plug-in
model always tends to classify semantically similar
entities into one category. If the plug-in model is
execute fine-grained entities typing and gives an in-
correct result, the correct path may still be recalled
successfully due to exploring the semantic similar-
ity of entities, so the recall rate of path pruning is
usually higher than the recall rate of entity typing.

It can be seen from the results that some dedi-
cated fine-tuning plug-in models have achieved per-
formance comparable to existing large models in
path matching tasks based on entity classification,
even better than LLM with a small number of pa-
rameters. At the same time, their cost-effectiveness
is significantly higher than that of LLMs.

4.3.3 Computational Cost
Cost analysis highlights EffiQA’s ability to sig-
nificantly reduce the number of queries per in-
put question for large models, thereby reducing
computational expense. This efficiency not only
enhances the applicability of the framework in
resource-limited environments but also emphasizes
its commercial potential for scalable real-world ap-
plications. In the cost consumption experiment on
the KBQA data set, we set the exploration depth
and width of TOG to 3 and stopped it when the
LLM requests for a problem exceeded 30 times.

At the same time, we set the number of Self-
reflections of EffiQA on single-hop problems. The
threshold is set to 5, and the multi-hop value is
set to 10. Tests are conducted on the CWQ and
WebQSP data sets. We divide the cost consumption
results of the above data sets into single and multi-
hop calculations respectively. From Table 3, we can
see that whether it is 1-hop or multi-hop inference
on KG, the number of inferences and request cost
of this solution are at least halved compared to the
existing SOTA model TOG.

Method 1-Hop Multi-Hop

TOG w/GPT-3.5-turbo 16.7 25.6
TOG w/GPT-4 14.8 21.4
EffiQA w/GPT-3.5-turbo 4.7 7.3
EffiQA w/GPT-4 3.2 6.5

Table 3: Average number of calls to LLM per question

5 Conclusion

In this work, we proposed EffiQA, a new integra-
tion paradigm of LLMs and KGs for multi-step
reasoning. Through an iterative paradigm of global
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LLM planning, efficient KG exploration, and self-
reflection, EffiQA balances leveraging LLM capa-
bilities with maintaining computational efficiency.
The global planning outlines promising trajectories
and generates instructions to guide semantic prun-
ing during efficient KG traversal, reducing search
spaces. Exploration results then refine the global
plan iteratively. Extensive experiments demon-
strate EffiQA’s ability to optimally balance accu-
racy and costs.

Limitations

EffiQA exhibits sensitivity to the capabilities of
large models, relying on their reasoning abilities for
optimal performance. This dependence means that
any limitations in the large model’s ability can di-
rectly affect EffiQA’s outcomes. Furthermore, the
plug-in model encounters performance bottlenecks
when scaling to larger or more complex knowl-
edge graphs. As the knowledge graph grows, the
computational effort required for effective explo-
ration and semantic pruning increases, potentially
slowing down processing and limiting the system’s
efficiency in extensive datasets. These factors con-
strain EffiQA’s scalability and adaptability in more
demanding scenarios.
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A Alternative Pruning Strategy:
Clustering-Based Approach

In addition to the classification-based semantic
pruning employed in EffiQA, we investigated an
alternative pruning strategy utilizing clustering as a
tool model. This approach aimed to group semanti-
cally similar entities within the knowledge graph
to streamline the exploration process. Specifically,
we leveraged a BERT-based model to generate em-
beddings for each entity and applied K-Means clus-
tering to partition these embeddings into distinct
clusters. The hypothesis was that clustering could
effectively reduce the search space by allowing the
system to focus on the most relevant clusters based
on the query context.

However, empirical evaluations on the We-
bQSP dataset revealed significant limitations of the
clustering-based approach. The clustering model
achieved an accuracy of approximately 20%, which
is substantially lower than the classification-based
method integrated into EffiQA. This low accuracy
can be attributed to several factors:

• Model Precision: The BERT-based clustering
model struggled to accurately group entities
with nuanced semantic relationships, leading
to high levels of intra-cluster heterogeneity.

• Noise Sensitivity: Clustering algorithms are
inherently sensitive to noise and outliers,
which are prevalent in large-scale knowledge
graphs. This sensitivity resulted in the for-
mation of clusters that contained a significant
number of irrelevant entities.

• Recall Rate: The recall rate for the clustering-
based approach was notably low, meaning
that many relevant entities were inadvertently
pruned during the clustering process. This
shortfall undermined the effectiveness of the
pruning strategy, as essential information re-
quired to answer complex queries was often
excluded.

Furthermore, the presence of substantial noise
and the inability to reliably distinguish between
closely related entities significantly hindered the
clustering model’s performance. As a result, the
clustering-based pruning strategy did not achieve
the desired balance between efficiency and accu-
racy, making it an unsuitable alternative to the
classification-based approach within the EffiQA
framework.

B Case Study: Query Processing Analysis

B.1 Successful Query Processing

Query Example: "Where did the ’Country Nation
World Tour’ concert artist go to college?"

In this case, LLM processes the query success-
fully by following a structured reasoning flow. The
system first identifies the primary entity, the artist
associated with the ’Country Nation World Tour,’
and classifies it as the center entity for exploration.
Based on the instruction, the LLM plans a search
focusing on educational attributes linked to this
artist within the knowledge graph. By traversing
relevant relations and sampling tail entities, the
model efficiently retrieves the correct college infor-
mation. Finally, the system validates the retrieved
results through cross-checking to ensure accuracy
and consistency. This structured reasoning and val-
idation pipeline demonstrates the system’s ability
to handle complex queries effectively.

B.2 Failure in Query Processing

Query Example: "Where is Whistler Mountain
located in the Eastern Time Zone?"

In this case, LLM generates an incorrect hypo-
thetical answer, incorrectly interpreting “where”
to refer to a geopolitical entity (GPE) rather than
a location (LOC). This erroneous hypothesis mis-
guides the plug-in model during the classification
phase, causing it to assign an incorrect category
to the instruction entity. Consequently, the search
process focuses on irrelevant GPE-related relations
and tail entities within the knowledge graph, pro-
ducing invalid candidate paths and failing to re-
trieve meaningful results.

This failure highlights a critical limitation of the
system: its reliance on the LLM’s ability to gener-
ate semantically accurate initial hypotheses. Errors
at this stage propagate through the classification, re-
lation exploration, and candidate generation phases,
ultimately leading to an incorrect final answer.

B.3 Discussion

These cases demonstrate the dual challenges of
semantic understanding and instruction-driven rea-
soning in structured query processing. In the first
example, the system effectively aligns hypothesis
generation, entity classification, and relation ex-
ploration with the instruction, enabling accurate
information retrieval. However, the second exam-
ple reveals a significant vulnerability: the system’s
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reliance on the LLM’s initial hypothesis. An incor-
rect assumption, such as misclassifying ’Whistler
Mountain,’ propagates errors throughout the rea-
soning pipeline, leading to invalid candidate paths
and incorrect answers.

To address this issue, future research should fo-
cus on developing mechanisms to validate LLM-
generated hypotheses before classification and
search. Integrating consistency checks between
the LLM and plug-in models during early reason-
ing stages could reduce the propagation of errors.
Furthermore, incorporating a feedback loop to it-
eratively refine hypotheses and classifications may
improve robustness, ensuring that errors in the ini-
tial stage do not compromise the entire reasoning
process.

C KG Exploration Algorithm

In this section, we present the detailed procedure
of the Knowledge Graph (KG) exploration mech-
anism employed in our model, which involves it-
eratively sampling and classifying entities, while
utilizing a self-reflection module for error correc-
tion. The key steps of the KG exploration process
are outlined below in an algorithmic format.

The knowledge graph exploration process is de-
tailed in Algorithm 2. To ensure clarity, we encap-
sulate complex operations into modular functions
with descriptive names and clear input-output spec-
ifications.

The Algorithm 2 takes a knowledge graph KG,
an initial instruction I , and a center entity ec as in-
put, and outputs a set of candidate paths P . The al-
gorithm initializes a queue Q with the center entity
and the initial instruction. Exploration proceeds it-
eratively, dequeuing the next entity-instruction pair
for processing until the queue is empty.

At each step, the current entity ec is classified
based on the instruction I . For each relation r
connected to ec, the algorithm samples tail entities
Tr, classifies them against the instruction I , and
checks if the classifications match. If they match,
the relation and its tail entities are added to the
candidate paths P .

Feedback mechanisms handle cases where the
number of candidate paths exceeds a predefined
threshold or when no candidates match the instruc-
tion’s classification. In the former case, the algo-
rithm triggers a self-reflection process to analyze
the current subgraph and prune unnecessary paths.
In the latter case, the algorithm reflects on the cur-

Algorithm 2 Instruction-Driven KG Exploration

1: Input: Knowledge Graph KG = {E,R, T},
Initial instruction I , Center entity ec

2: Output: Candidate paths P
3: P ← ∅
4: Q ← {(ec, I)}
5: while Q is not empty do
6: (ec, I)← DEQUEUE(Q)
7: CI ← CLASSIFY(ec, I,KG)
8: for each relation r ∈ R(ec) do
9: Tr ← SAMPLE(KG, ec, r)

10: Cr ← CLASSIFY(Tr, I,KG)
11: if MATCH(Cr, CI ) then
12: P ← P ∪ ADDPATH(ec, r, Tr)
13: end if
14: end for
15: if TOOMANY(P) then
16: REFLECT(KG, ec,P)
17: else if NOMATCH(Cr, CI ) then
18: REFLECT(KG, ec)
19: else
20: Inext ← NEXTINSTRUCTION(I)
21: if Inext exists then
22: ENQUEUE(Q, (ec, Inext))
23: end if
24: end if
25: end while
26: Return: Candidate paths P

rent subgraph to refine the exploration process.
If no issues arise, the algorithm retrieves the next

instruction and enqueues the corresponding entity-
instruction pair for further exploration. The process
terminates when the queue is empty, returning the
final set of candidate paths P .

D Training Details

In order to enhance the accuracy and robustness of
the classification process, we adopt a comprehen-
sive strategy for representing entities in the knowl-
edge graph. Each entity e ∈ E is represented as a
concatenated textual description derived from the
neighboring triples in the graph. Specifically, we
construct the representation by combining the sub-
ject, relation, and object from all associated triples,
ensuring that the contextual information of the en-
tity is fully captured. This representation serves
as the input to the classification model. For the
instruction entity, a textual representation is first
generated by LLM based on the instruction context.
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The resulting instruction-specific sentence is then
concatenated with the corresponding triples to form
the full context for entity classification.

The classification model is trained using a combi-
nation of original training data and additional sam-
ples generated through augmentation. To expand
the training dataset, we utilize Freebase to sample
new examples for entity classification tasks. The
additional samples are designed to cover a broader
range of entity types and scenarios, particularly
those underrepresented in the original data. This
augmented dataset ensures that the model learns
from a more diverse and comprehensive set of ex-
amples, improving its generalization capabilities.
Importantly, these newly sampled examples do not
replace the original training data but complement it,
thereby retaining the strengths of the initial dataset
while addressing its limitations.

To address the challenge of distinguishing be-
tween closely related entity categories, we intro-
duce subcategories for classes that are prone to
confusion. These subcategories are designed based
on the guidelines proposed in previous work (Dan
et al., 2014), providing finer-grained distinctions
that guide the model during training. For instance,
if certain event entities (EVENT) exhibit overlap-
ping characteristics, such as those involving sports
and accidents, subcategories like "sports event" and
"accident" are manually defined based on their con-
textual features derived from surrounding triples.
This manual refinement addresses ambiguity and
enhances the model’s ability to differentiate be-
tween these subcategories. Relevant data is then
incorporated into the training process to further im-
prove the model’s classification performance for
these newly introduced subcategories.

The training process is structured to focus solely
on minimizing the classification error between an-
notated entities and their corresponding ground-
truth labels, ensuring that the model does not rely
on predictions made during inference. This sep-
aration ensures a robust training process that is
independent of potential biases introduced in the
inference phase. Regularization techniques and
learning rate schedules are employed to prevent
overfitting, while the diversity of the training data
helps improve the model’s ability to generalize
across various entity categories.

E Prompts

E.1 Decomposed Sub-questions
As shown in figure 6, this functionality involves
decomposing a complex question into a series of
logically connected sub-questions, following the
reasoning path in the knowledge graph. The an-
swers to these sub-questions collectively form the
final answer to the original question. And

================ Prompt Input ================
Given a complex question, decompose it into a series of sub-
questions that follow the logical structure of the knowledge 
graph and the question, corresponding to the reasoning path in 
the knowledge graph.

The final answer of the decomposed sub-questions should be 
the answer to the original question.

For each step:
Write the sub-question corresponding to this step.
Use logical sequencing where the answer to one step becomes 
the subject for the next.

Example 1~n
<Example>

Question:
<Question>

================ LLM Output ================
Initial Entity: <Initial Entity>

Step 1: Sub-question: <Sub-question>

Step 2: Sub-question: <Sub-question>

Decomposed Sub-questions

Figure 6: The prompt template for Decomposed Sub-
questions

E.2 Instruction Generation
In figure 7, this functionality answers the decom-
posed sub-questions and provides specific instruc-
tions based on semantic information and the struc-
ture of the knowledge graph. This guides the rea-
soning process at each step.

E.3 Re-planning
As shown in figure 8, this functionality involves
re-planning reasoning steps when a [problem] inter-
rupts the current reasoning path in the knowledge
graph. The subgraph representing the problem is
given by [triple 1, triple 2, ..., triple n], and the goal
is to restructure the reasoning steps to resolve the
issue.
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================  Prompt Input ================  
Using the decomposed sub-questions, answer each sub-question and provide specific instructions based on semantic information and the knowledge 
graph structure. Output the complete hypothetical answers and instruction actions.

In this process,  instruction each step as either:
[Adverbial Qualifier]: Applies a specific condition or context to narrow the scope of an answer.
[Forward Search]: Identifies information by querying the knowledge graph directly.

For each step:
Instruction its type: [Adverbial Qualifier] or [Forward Search].
Write the sub-question.
Provide a hypothetical answer (based on typical responses).
Write the knowledge graph instruction or reasoning action to resolve the step.

#Example 1~n
<Example>

Sub-questions:
<Decomposed Sub-questions from Prompt 1> 

================ LLM Output ================
Step 1: 
Sub-question: <Sub-question> 
Hypothetical Answer: <Hypothetical Answer> 
Knowledge Graph Instruction: <Instruction>

Step 2: 
Sub-question: <Sub-question> 
Hypothetical Answer: <Hypothetical Answer>
Knowledge Graph Instruction: <Instruction>

Figure 7: The prompt template for Instruction Generation

================ Prompt Input ================  
<Part of Decomposed Sub-questions prompts>
In the process of exploring a Knowledge Graph, you encounter a <problem>  that hinders the current reasoning path. This   problem is represented in the 
subgraph, which consists of the following triples: 
<triple 1, triple 2 ... triple n>
Given this issue, you need to re-plan the reasoning steps and provide a new path to effectively address the problem.

Your original plan was:  
<Original reasoning steps>

The problematic step is:  
<Problematic step in the reasoning process>

For each step in the re-planning process, you need to:  
- Identify the source of the issue and how it affects the reasoning flow.  
- Reconstruct the sub-questions logically based on the problem and the subgraph information.  
- Adjust the reasoning path to ensure that the answer to each sub-question logically leads to the next, ultimately resolving the original problem.

Ensure that the final answer to the re-planned sub-questions provides a solution to the <problem>. 

#Example 1~n
<Example>

================ LLM Output ================  
Initial Entity: <Initial Entity>

Step 1: Sub-question: <Re-planned Sub-question>

Step 2: Sub-question: <Re-planned Sub-question>

Figure 8: The prompt template for Instruction Generation
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