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Abstract

The spread of social misinformation has been
a global concern, particularly affecting non-
native speaker users who are more suscepti-
ble to misinformation on foreign social media
platforms. In light of this, this study focuses
on mitigating the challenges faced by social
misinformation detectors in quickly regaining
their capability after crossing linguistic bor-
ders, especially for non-native users with only
monolingual social media histories. By inte-
grating sentiment analysis as an auxiliary, less
sensitive task, we transform the challenging
cross-lingual transfer into a manageable multi-
task framework. Then, we propose HierMoE-
Adpt, a novel, cost-effective, parameter effi-
cient fine-tuning method based on hierarchi-
cal mixture-of-experts adaptation, to enhance
cross-lingual social misinformation detection.
HierMoE-Adpt includes a hierarchical routing
strategy and an expert-mask mechanism, effec-
tively merging knowledge about understanding
posts in a new language with misinformation
detection capabilities, contributing to the re-
covery of personal misinformation detectors’
performance in sync with the dynamics of in-
ternational travel.

1 Introduction

The spread of misinformation in the wake of break-
ing news is a global phenomenon that poses sig-
nificant challenges for non-native speakers on so-
cial media platforms (Shu et al., 2017; Wu et al.,
2019), leading to serious misleading effects. Previ-
ous studies indicate that a considerable proportion
of international travelers and expatriates feel more
susceptible to being influenced or deceived by local
social media and news upon landing in a new coun-
try (Pérez-Rosas and Mihalcea, 2014; Levitan et al.,
2015). Unfortunately, for many such sensitive au-
diences, a significant portion of the social media
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Figure 1: Let the built-in social misinformation detector
cross the language borders, following your physical or
virtual footprints.

platforms and mobile devices they use operate pri-
marily in their native languages. As a result, the
built-in social misinformation detectors on these
platforms and devices tend to rely heavily on and be
limited to achieving accurate veracity checking and
flagging against content in user’s native language
(Wen et al., 2018; Chu et al., 2021). Therefore, it is
crucial to develop automatic approaches that enable
detectors trained on monolingual misinformation
datasets to efficiently adapt to new linguistic envi-
ronments, allowing social misinformation detectors
to cross national borders in sync with the movement
of individuals. Furthermore, minor language com-
munities on international social media platforms
are also susceptible to misinformation (Kwon et al.,
2016; Cruz et al., 2020; Yang et al., 2021), such as
the notably high rates of propagation of rumors and
fraud in the Korean or Simplified Chinese Twitter
communities. These phenomena demonstrate the
demand for cross-lingual detectors on global SNS,
both when users physically traverse international
borders or engage virtually.

Existing works attempt to enhance the cross-
lingual capabilities of detectors by constructing
multilingual misinformation datasets (Nielsen and
McConville, 2022; Gupta and Srikumar, 2021).
However, collecting sufficient data of this kind is
costly. Besides, some related studies (Tian et al.,
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Figure 2: The framework of HierMoE-Adpt(middle), with illustration of Expert-Masking Mechanism(right).

2021; Du et al., 2021) directly fine-tune pre-trained
language models (PLMs) (Devlin et al., 2018) on
zero-shot/few-shot social misinformation detection
tasks. However, these studies merely regard the
problem as a text classification task with a heavy
end-task-specific fine-tuning stage. This method
deviates from the inherent target of adaptation, as
it can potentially reduce models’ effectiveness for
related tasks for which the models were not specif-
ically fine-tuned. Moreover, it is prone to catas-
trophic forgetting of the model’s capability to de-
tect misinformation in the source language envi-
ronment. Furthermore, it involves unfreezing and
reconfiguring the base model’s pre-trained com-
ponents, such as multi-head attention (MHA) or
feed-forward networks (FFN), which may not be
suitable for lightweight adaptation.

From a broader perspective, however, recent
works have developed various novel adapters for
cross-lingual and/or cross-task model adaptation.
In the natural language understanding (NLU) do-
main, sentiment analysis, as it has rich open-
sourced data resources across all major languages,
is introduced by a number of researchers as an aux-
iliary task(Bhutani et al., 2019; Zhou et al., 2021;
Dementieva and Panchenko, 2021), alongside their
primary or objective tasks to conduct multi-task
learning. This beneficial process is called "exter-
nal knowledge sharing". Interestingly, this form
of "external knowledge sharing" exactly closely
aligns with research findings in the field of mul-
tilingual language models: under a cross-lingual
multi-task setting, combining languages and tasks

that the model has encountered at least once (into
an unseen combination) for inference leads to better
adaptation effects and improved few-shot perfor-
mance compared to hard cross-lingual transfer in a
single-task setting.

Thus, intuitively, we consider using sentiment
classification datasets as a cost-effective auxiliary
resource to aid models in adapting to target lan-
guages. During the model adaptation process, we
hope to design a novel PEFT(parameter-efficient
fine-tuning adapter) that successfully learns knowl-
edge relevant to understanding the target language
(e.g., writing styles) as well as knowledge spe-
cific to misinformation detection, thereby achiev-
ing promising results in nearly zero-shot misinfor-
mation detection in the target language environ-
ment. We propose HierMoE-Adpt1 (Hierarchical
Mixture-of-Expert Adapter for Cross-Lingual
Social Misinformation Detection), a novel hierar-
chical mixture-of-experts PEFT method for cross-
lingual adaptation of social misinformation detec-
tors.

Specifically, HierMoE-Adpt uses a source lan-
guage social misinformation dataset and bilingual
sentiment analysis datasets as input resources for
this simplified multi-language multi-task setting.
It innovatively introduces a soft hierarchical rout-
ing strategy to facilitate layered learning of "con-
tent understanding" and "task adaptation", allow-
ing each expert to preferentially learn language or
task knowledge. Through information sharing, our

1The code will be released at https://github.com/remake-
dark/HierMoE-Adapt
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method not only learns essential specialized knowl-
edge but also common knowledge in cross/multi-
lingual content understanding and multi-task adap-
tation. Moreover, we propose a continual-learning
styled expert-mask method to enhance the person-
alization of experts, encouraging the early emer-
gence of experts proficient in target language under-
standing and misinformation detection. During the
inference period, the well-trained HierMoE-Adpt
can be used for approximate zero-shot or few-shot
flagging of social misinformation instances in the
target language. Our main contributions are as
follows:
• We propose HierMoE-Adpt, a novel PEFT
model-agnostic adapter for cross-lingual adaptation
of social misinformation detectors, demonstrating
its performance advantage over baselines through
approximate zero-shot and few-shot experiments.
• To the best of our knowledge, HierMoE-Adpt is
the first adaption method dedicated to cross-lingual
social misinformation detection.

2 Related Works

2.1 Social Misinformation Detection

Generally, social misinformation detection (SMD)
conducts binary classification to distinguish be-
tween real and fake news or posts on SNS. The tech-
nical routine is also shared by rumor detection and
fake news detection. Among these, content-based
SMD is a sub-field commonly used to identify fake
or inaccurate posts on social media platforms, treat-
ing all textual elements of an item as inputs without
considering any given social contexts or attributes
(Sheng et al., 2021). To alleviate the propagation
of misinformation, in the early stages, some com-
plex, high-budget but well-performing ideas were
proposed. MDFEND (Nan et al., 2021) focuses
on multi-domain challenge, using domain gates to
design a benchmark for judgment, addressing diffi-
culties in multi-domain scenarios. Visual features
of suspected posts, particularly visual entities, e.g.
landmarks, have also been incorporated into SMD
studies (Qi et al., 2021). Moreover, some works
(Giachanou et al., 2019; Zhang et al., 2021) achieve
the perception of the emotions expressed by audi-
ences by extracting long-term emotional signals
and using dual emotion.

However, with the rising demand for address-
ing complex scenarios and domain shifts in recent
years, more challenges, e.g. robustness, general-
isability, cross-lingual capability, have emerged.

Nielsen (Nielsen and McConville, 2022; Gupta
and Srikumar, 2021) focus on bulding multilin-
gual social misinformation datasets as a benchmark.
To enhance the ability of cross-lingual SMD, Du
(Du et al., 2021) proposes a novel framework that
jointly encodes cross-lingual news texts and uses
factual information from one language to detect
misinformation in another language. Chu (Chu
et al., 2021) compares the differences in textual
features between Chinese and English, then test
the applicability of cross-lingual models. Some
works (Lin et al., 2023; Wu et al., 2023) focus
on using prompt learning to address cross-lingual
issues, alleviating the challenges posed by low an-
notation rates and achieving efficient prevention in
the early stages of misinformation spread. How-
ever, methods allowing zero/few-shot settings and
lightweight training remain rare (Lin et al., 2023;
Tian et al., 2021; Panda and Levitan, 2022; Ozcelik
et al., 2023).

2.2 Cross-lingual Adaption for Language
Models

In recent times, numerous Pretrained Language
Models (PLMs) and Large Language Models
(LLMs) trained on multilingual corpora have
demonstrated impressive multilingual capabilities
(Pires et al., 2019; Lai et al., 2023). However, the
real-world application and bootstrapping of NLP
models in specialized tasks with insufficient end-
task data continue to pose significant challenges
(Wang et al., 2019). In this paper, our main task can
essentially be regarded as a branch of multi-task
cross-lingual transfer (Schuster et al., 2018; Pfeiffer
et al., 2020), where parameter-efficient fine-tuning
(PEFT) methods, known for their high parameter ef-
ficiency and modularity, emerge as methodologies.
Many previous works have demonstrated competi-
tive performance in this scenario. For instance, P-
tuning (Liu et al., 2022) improves the model’s abil-
ity to understand the attributes of inputs and con-
text relative to task demands. HyperLoRA (Xiao
et al., 2023) deploys hypernetworks in LoRA (Hu
et al., 2021) to enhance transfer between closely-
related or mutually-intelligible languages. Empir-
ically, in task scenarios still employing PLMs as
the backbone model, adapters remain the status of
the most practical technical approach: Bottleneck
Adapter and Parallel Adapter (Houlsby et al., 2019;
He et al., 2021) introduce the concept of adapters,
which can be uniformly described as "tiny feed-
forward layers inserted after pre-trained MHAs and
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FFNs." While these classical methods are widely
applicable, they exhibit disadvantages regarding
the disentanglement of knowledge between spe-
cific languages and tasks, leading to more frequent
catastrophic forgetting and performance drops. To
address these issues, MAD-X (Pfeiffer et al., 2020)
proposes task-specific and language-specific lay-
ers to facilitate model inference. Hyper-X (Üstün
et al., 2022) employs a hypernetwork block to fur-
ther disentangle the hidden representations of lan-
guages and tasks. CPT (Ke et al., 2022) allows the
model to continually learn OOD data in a contin-
ual learning paradigm. Recently, the concept of
Mixture-of-Experts (MoE) (Riquelme et al., 2021;
Shazeer et al., 2017; Li et al., 2022; Hu et al., 2023)
has revitalized research into cross-lingual adapters.
Adamix (Wang et al., 2022) deploys multiple ex-
perts in a bottleneck layer with a random rout-
ing strategy to achieve language/task-agnostic fine-
tuning. MoEBERT (Zuo et al., 2022) departs from
traditional PEFTs, proposing importance-guided
masking and fine-tuning of neurons within the
FFNs. By capturing transferrable knowledge be-
tween tasks, HyperMoE and PEMT (Zhao et al.,
2024; Lin et al., 2024) show excellent performance
in multi-task fine-tuning and is poised for applica-
tion in multi-task cross-lingual transfer. Further-
more, our method, as a hierarchical MoE adapter,
is distinctive in its ability to convert hard approxi-
mate zero-shot cross-lingual inference into multi-
task cross-lingual transfer inference under a highly
challenging language set (only two distantly related
languages).

3 Methodology

Assume that the dataset for HierMoE-Adpt training
is a combination of source language misinforma-
tion detection and bilingual sentiment classification.
x is a arbitrary instance from the dataset(the frame-
work is shown in Figure 2).

3.1 HierMoE-Adpt

As shown in Figure 2, we propose HierMoE-Adpt.
In HierMoE-Adapt, we strategically and respec-
tively set a group of parallel Mixture of Expert-
Adapter (MoE-Adpt) for the multi-head attention
layer and the feed-forward Neural Network (FFN)
layer. Inspired by existing studies (Shazeer et al.,
2017), we assign the MoE group closest to the in-
put layer (MHA-parallel) to undertake the task of
transcending linguistic barriers and comprehend-

ing the content of news articles and social media
posts. Conversely, the other MoE group situated
closer to the FFN is designed to specialize in adapt-
ing to tasks such as misinformation detection and
sentiment analysis (using hidden representations
after cross-lingual understanding as inputs). These
two sets of MoE-adapters are respectively termed
HierMoE-lang for cross-language understanding
and HierMoE-task for cross-task learning.

In the context of cross-lingual understanding,
HierMoE-lang incorporates two cosine routers de-
signed to guide instances from the source and target
language domains, irrespective of the task at hand,
towards the most suitable K experts. The routers
are denoted as gtgt for the target language and gsrc

for the source language. Specifically, when an in-
stance is fed into its respective router, the router
generates an affinity vector, where each element
signifies the score associated with a corresponding
expert. The top−K experts, determined by their
scores, are then selected to process the instance,
culminating in an aggregation phase.

Given a suspicious news or post instance x, the
process can be written as:

h(x) =

Ne∑
i=1

gs(x)iei(x),

where gs(x) = topK

(
softmax

(
ElangW s

r x

τ∥W s
r ∥∥Elang∥

))
,

(1)

where s ∈ {src, tgt}, it depends on the language
(source or target) the content of x belonging to.
Elang ∈ RNe×de is the learnable identity embed-
dings of experts, W s

r denotes the personalized in-
ner weight matrix of the router. τ is a tempera-
ture hyperparameter. h (·) denotes the output of
HierMoE-lang, while ei (·) denotes the output of
expert i.

Similarly, within HierMoE-task, we introduce
two distinct cosine routers, gmisinfo for social mis-
information detection and gsenti for sentiment clas-
sification. Hidden states of instances are routed
without consideration of language (denoted as h
), following a dispatch method similar to that of
the MoE-lang, to the K most apt experts, which is
written as:

u (h) =

Ne∑
j=1

gp (h)j ej (h),

where gp (h) = topK

(
softmax

(
EtaskW p

r h

τ∥W p
r ∥∥Etask∥

))
,

(2)
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where p ∈ {misinfo, senti}, it depends on the
task (misinformation detection or sentiment classi-
fication) that h is intended for. The meaning of all
other symbols can be matched one-to-one with the
symbols mentioned above.

Therefore, in HierMoE-lang, experts show vary-
ing degrees and orientations of proficiency and
preference towards understanding the two lan-
guages. Some display a specialty for a singular
language (receiving instances predominantly in one
language) while others excel in capturing common-
alities between the source and target languages (re-
ceiving a more balanced mix of instances from
both languages). This duality aligns with the cor-
nerstone of cross-lingual Natural Language Under-
standing (NLU). A similar diversity in knowledge
is mirrored in HierMoE-task.

To facilitate task-specific classification, we de-
ploy two softmax prediction heads, complemented
by a widely-used expert-balancing loss (proposed
by SMoE (Riquelme et al., 2021)) to encourage
a more equitable distribution of instances across
experts. Additionally, drawing from prior research,
we employ a Masked Language Model (MLM)
loss as an auxiliary term, enhancing the language
adapter’s (HierMoE-lang in this paper) ability to
grasp the language and uncover hidden patterns
in the narratives of fake news or posts. The loss
function is written as:

loss = lmain + λ1lbalance + λ2lmlm, (3)

where lmain = lmisinfo+αlsenti represents a com-
bination of the two text classification tasks.

3.2 Inference Period

Our HierMoE-Adpt architecture, featuring hierar-
chical routers, not only bifurcates the learning of
content understanding and task adaptation but also
plays an important role during model inference. For
unseen instances (target language + misinformation
detection), the selection of gtgt and gmisinfo as the
components of the inference-oriented hierarchical
router suffices for inference and evaluation. View-
ing the selected experts as a collective, they are
expected to possess vast knowledge pertinent to
the target language and misinformation detection,
alongside transferable and useful insights related
to the source language and sentiment classification
task.

3.3 Personalized Expert-Masking Mechanism

To ensure the existence of experts specialized for
target languages and tasks during model inference,
it is necessary to guarantee each expert’s knowl-
edge and function specialization. Although it can
be gradually achieved through hierarchical routers,
we hope to ensure it more efficiently. To this end,
inspired by a continual learning method (Ke et al.,
2022), we proposed a personalized expert-mask
mechanism (PerEM). In PerEM, although the train-
ing overhead for each expert is similar to that of
a parallel bottleneck adapter, the architecture is
set to a two-layer fully connected network with an
expanded hidden dimension. Specifically, we de-
ploy a "warm-up" stage, using 50% of the training
set and a non-MoE configuration for just 2 train-
ing epochs at the beginning. Then, the "warm-up"
parameters are used to initialize all experts. Mean-
while, each expert is assigned a unique learnable
expert-mask embedding. We deploy a sigmoid as
a pseudo gate to generate soft expert-masks from
expert-embeddings and use them between the first
and second fully connected layers. Afterwards,
for each expert, the masks undergo binarization,
truncating forward propagation for those neurons
that should be activated by other experts, according
to the value distribution of the masks. It can be
written as:

mi = σ
(
emask
i /τ1

)
, (4)

where σ (·) denotes the sigmoid function, ei repre-
sents the mask embedding of expert i. In formula
writing, we omit a hard binarization assignment on
mask mi. Then, the mask is used to personalize
the learning direction of experts:

oi = eini ⊗mi, (5)

where eini denotes the hidden state produced by the
first feed-forward-project layer of expert i. ⊗ rep-
resents an element-wise multiply. oi is the masked
output and would be fed into the next layer. The
current masks of all experts are stored in the mask
set Emask. Meanwhile, we implement a gradient
flow blocking operation during back propagation.
Specifically, for each expert, we perform a Max-
Pool accumulation on the expert-masks of all other
experts to adjust the gradients of the relevant layers
in the expert:

grad
′
i = gradi ⊗

(
1−MaxPool

(
Emask −mi

))
. (6)
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As we see, gradient components corresponding
to the ’1’ values in the MaxPool operation are reset
to ’0’, while the remaining elements are left un-
changed. Note that in source code implementation,
we expand the MaxPooled accumulation vector to
align with the dimensions of the gradient matrix
(omitted in the formula writing). Although the size
of each model increases, the application of masks
and blocking make the computational overhead
nearly equivalent to that of K standard bottleneck
adapters.

To summarize, the non-MoE-based "warm-up"
training equips the HierMoE-Adpt with fundamen-
tal knowledge of both language and task, also serv-
ing as an anchor for subsequent personalized learn-
ing, while PerEM restricts each expert to learning
directions not already occupied by others, achiev-
ing the desired function differentiation among ex-
perts. An intuitive additional explanation of our
motivation in this section is that experts are ex-
pected to possess specialized capabilities for under-
standing specific languages or adapting to particu-
lar tasks. However, considering the commonalities
in knowledge required across different languages
and tasks (for instance, signs of intense emotional
expression are critical for both sentiment classifi-
cation and authenticity checking), while it is de-
sirable for each expert to acquire distinct knowl-
edge, their individualized knowledge should not
be entirely personalized, but should softly allow
experts to also learn cross-lingual or cross-task
commonality knowledge (as evidenced by some
works on topic of zero-shot/meta SMD (Lin et al.,
2023; Tian et al., 2021)). Notably, in the work that
inspired us, expert-masking is designed to prevent
knowledge about different tasks from mixing and
causing catastrophic forgetting during continuous
learning (markedly different from our study, yet
the positive side effects are also inherited in our ap-
porach). Our further innovated version aims to en-
sure that each expert’s knowledge instantaneously
and synchronously diverges towards specific lan-
guages or tasks. The effectiveness of PerEM is
further probed and analyzed in the following exper-
imental sections. Conclusively, our method allows
the hierarchical routers to more easily and effec-
tively find the suitable experts and combine them.
This approach contrasts with the rigid assembly
of task and language adapters in other Modular
NNs for inference. Our hierarchical router captures
the pattern of layer-collaboration during training,
achieving smoother inference. The implementation

of masking accelerates differentiation and reduces
computational costs. Moreover, although we do
not specify the exact number of activated neurons
for each expert, the outcomes of the model training
indicate an approximately equal distribution of neu-
ron activation rights among the experts, consistent
with our expectations.

4 Experiments

To standardize the pipeline, we use XLM-R (Con-
neau et al., 2020) as the base model. The following
8 methods will be evaluated and compared as base-
lines: (1) Adapter (Houlsby et al., 2019); (2) Paral-
lel Adpt (He et al., 2021); (3) P-Tuning (Liu et al.,
2022). (4) MAD-X (Pfeiffer et al., 2020); (5) CPT
(Ke et al., 2022); (6) Hyper-X (Üstün et al., 2022);
(7) AdaMix (Wang et al., 2022); (8) Ours. All se-
lected method are rigorously for adaption-tuning
and all MHAs and FFNs are unfrozen, they’re up-
dated with a extremely small learning rate . We
conduct our experiments in two cross-lingual multi-
task settings: ’from Chinese (ZH) to English’ and
’from English to Chinese’. Both social misinforma-
tion and auxiliary sentiment datasets are collected
from Weibo and the English datasets are from Twit-
ter. Full details of baselines, implementations and
datasets are shown in Appendix A.

4.1 Comprehensive Evaluations

4.1.1 Main Evaluation
In this section, we set two main scenarios of adap-
tion for cross-lingual social misinformation detec-
tion: Chinese-to-English (trained on Weibo, Weibo-
Senti-100k, and SA; tested on Twitter) and English-
to-Chinese (trained on Twitter, Weibo-Senti-100k,
and SA; tested on Weibo). In the approximate zero-
shot setting, we provide only 20 visible posts as
a small prompt. For the few-shot setting (marked
with ∗ in Table 1), we additionally feed 200 in-
distribution instances for training. We report the
experimental results (average over 3 runs) for both
the zero-shot and the few-shot setting in Table 1.
The findings are as follows:
(1). HierMoE-Adpt achieved comprehensive per-
formance leadership across four experimental
groups. It holds 1.8 percentage points absolute
advantage in approximate zero-shot setting, while
the advantage increases to approximately 2.8 per-
centage points in the few-shot setting. This indi-
cates that our method possesses excellent cross-
lingual misinformation detection capabilities. (2):
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Table 1: Comprehensive Evaluation on ZH-EN and EN-ZH language crossing, "†" represents few-shot settings.
p ≤ 0.05 (∗) and p ≤ 0.005 (∗∗) indicate our paired t-tests vs the best baseline.

Twitter-to-Weibo Weibo-to-Twitter

#metrics MacroF1 Acc MacroF1† Acc† MacroF1 Acc MacroF1† Acc†

XML-R 0.5217 0.5532 0.5896 0.6205 0.5091 0.5370 0.6009 0.6267
Adapter 0.5349 0.5737 0.6192 0.6381 0.5126 0.5561 0.6175 0.6478

Parallel-Adpt 0.5269 0.5829 0.6328 0.6741 0.5303 0.5674 0.6178 0.6609
P-Tuning 0.5489 0.5728 0.6425 0.6692 0.5418 0.5633 0.6346 0.6593
MAD-X 0.6582 0.7019 0.7041 0.7290 0.6332 0.6811 0.6753 0.7305

CPT 0.6446 0.6922 0.6845 0.7322 0.6041 0.6550 0.6830 0.7243
Hyper-X 0.6051 0.6753 0.6520 0.7128 0.5847 0.6485 0.6462 0.7083
AdaMix 0.6612 0.6981 0.7120 0.7559 0.6422 0.6815 0.6710 0.7243

Ours 0.6781∗ 0.7234∗∗ 0.7461∗∗ 0.7897∗∗ 0.6625∗ 0.7070∗ 0.6841 0.7587∗∗

Table 2: Recovery Test under Source Language on ZH-
EN and EN-ZH language crossing (Average of 3 Runs).

Twitter-to-Weibo Weibo-to-Twitter

Method MacroF1 Acc MacroF1 Acc

Adapter 0.8417 0.8649 0.8405 0.8491
Parallel-Adpt 0.8395 0.8662 0.8328 0.8470

MAD-X 0.8743 0.8795 0.8519 0.8603
CPT 0.8615 0.8820 0.8561 0.8570

AdaMix 0.8846 0.8881 0.8575 0.8655
Ours 0.8835 0.8976 0.8647 0.8731

Figure 3: Distribution of Probabilistic Scores (All
Groundtruth Labels are "Fake"; Metric: Macro-F1).

Our method demonstrates a more stable advantage
under the English-to-Mandarin scenario. In the
English-to-Mandarin groups, our method shows
an amplified performance advantage of about 30%.
When more target samples are provided to the de-
tector, this figure increases further to approximately
45%. A possible reason is that the content and se-
mantics of Twitter instances are richer, and our
method is better suited for crossing borders from
high-resource to low-resource languages. (3):
In the approximate zero-shot settings, our method
shows a more significant advantage in terms of the
score for positive samples. This experimental phe-
nomenon clearly aligns with our initial intention
in designing cross-lingual social misinformation

detection. Note that this conclusion is in compar-
ison with other baselines. In nearly all cases of
cross-domain or lingual SMD, the macro-f1 score
is lower than the Acc.

4.1.2 Recovery Test

After adapting to the target language, the detector
is expected to efficiently re-adapt to the source lan-
guage environment with only a brief period of post-
training, continuing to perform the initial SMD (So-
cial Misinformation Detector) tasks. The proposed
test represents a significant challenge and a crucial
application requirement. It also essentially reflects
whether the detector, while crossing linguistic bor-
ders, retains its capability to detect misinformation
in the source language. In other words, it evaluates
whether the cross-lingual adaptation of the social
misinformation detector is inherently modular (like
a plugin). To test this aspect of performance, in
this section, we select the four most competitive
baselines (Houlsby et al., 2019; Wang et al., 2022;
Ke et al., 2022; Pfeiffer et al., 2020; He et al., 2021)
and our method. We randomly sample 500 SMD
task samples in the source language and conduct
continual training on the models (few-shot groups)
post-main evaluation. In terms of experimental
details, we reuse all experimental settings and im-
plementation details from the main evaluation. The
results are reported in Table 2. Experimental results
show that our method has an average performance
advantage of 0.31 percentage points over the best-
performing competitive baseline. This indicates
that our approach can more effectively retain the
capability to detect misinformation in social media
posts in the source language while crossing lin-
guistic barriers. Furthermore, it demonstrates the
ability to rapidly and lightly recover this capability
with just a few-shot tuning.
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Table 3: Extensive comprehensive evaluation on multi-language settings crossing across four main baselines

German-Japanese Japanese-German Chinese-Japanese English-German

#metrics MacroF1 Acc MacroF1 Acc MacroF1 Acc MacroF1 Acc

XML-R 0.5195 0.5492 0.5246 0.5560 0.5780 0.5991 0.5542 0.5893
Adapter 0.5444 0.5781 0.5596 0.5942 0.6245 0.6471 0.6110 0.6297
MAD-X 0.6398 0.6752 0.6613 0.6771 0.6705 0.6874 0.6679 0.6840
AdaMix 0.6503 0.6829 0.6570 0.6814 0.6808 0.7019 0.6690 0.6975

Ours 0.6645 0.7092 0.6690 0.6883 0.7071 0.7299 0.6994 0.7183

Figure 4: Sensitivity analysis: the Location of Adapter Insertion and Routers’ Hidden Dimension.

Figure 5: Ablation Study (Task: All Groups, Metric:
Acc).

4.1.3 Multilingual Test
To validate the effectiveness of our proposed
HierMoE-Adpt across multiple language settings,
we respectively collect and pre-process private Ger-
man and Japanese datasets to conduct a extensive
multi-language evaluation. The results are shown
in 3.

From the results, we are delighted to find that
the advantage of our proposed method is consistent
with that in the setting of main evaluations, which
furthermore demonstrate that our proposed method
can be transferred to multilingual scenarios.

4.2 Extensive Analysis
4.2.1 Segmentation Analysis
To intuitively analyze the performance improve-
ment of HierMOE-Adpt over several competitive
baseline methods, we segment the performance for
positive instances based on the probabilistic score,
using 0.1 as the interval for statistical analysis. The

results are demonstrated in Figure 3. Specifically,
among the compared methods, we select the three
best-performed baselines according to the compre-
hensive evaluation, i.e., MAD-X, CPT and AdaMix,
and add Parallel-Adpt as the most basic method.
We use the Twitter-to-Weibo few-shot setting as
the example scenario and Macro-F1 as the metrics.

The result shows that our method achieves holis-
tic improvements across nearly all intervals. Specif-
ically, the proportion of items where the model ap-
pears "insufficiently confident" remains at a lower
level. Although our method performs lower con-
fidence than MAD-X, the overall performance re-
mains the best. Post items in each segmented inter-
val shows a trend of movement towards better inter-
val compared to the results of the Parallel Adapter.
These findings suggest that our method contributes
to a more optimal and stable probability distribu-
tion in the detector’s output.

4.2.2 Sensitivity Analysis

In this part, we test the impact of the hidden dimen-
sion of routers as well as the location (Layer-ID)
where we start to add our HierMoE adapter for each
block, continuing to the last block. Specifically, we
respectively set the starting Layer-ID for the Hi-
erMoE adapter as {0, 2, 4, 6, 8, 10}, and try the
hidden dimension of routers across {4, 8, 16, 32,
64, 128}. Experiment results, reported in Figure
4, show that, considering the budget, 16 and 32
are the best hidden dimensions. Additionally, our
method works best when inserted into only the last
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Figure 6: Details of Sample Dispatch on Language
Level (Task: Few-shot Setting).

6 blocks (as all-layer insertion has negative effect).
The results also indicate that, in our approach, un-
like other MoE-pretrain methods and MoE-based
frameworks, the value of the router’s embedding
dimension should be set slightly larger, rather than
significantly larger, than the number of experts.
(previous works suggest either half the number of
experts or significantly higher.) Furthermore, in-
serting our proposed module only in the relatively
later layers proves more efficient, yielding approx-
imately a 0.3–0.6 percentage point performance
advantage. This is particularly meaningful in ap-
proximate zero-shot settings.

4.2.3 Ablation Study
We conduct simple ablation studies on the four
settings. To build the three downgraded versions,
we respectively removed the Expert-Mask, hier-
archical routers (replacing them with dual-layer
sparse MoE adapters), and placed both sets of
MoE adapters downstream of the FFN (similar to
MAD-X, there is no adapter layers in parallel with
MHA layers.). The experimental results shown
in Figure 5 demonstrate that hierarchical routers
are indispensable for effective inference. When
the hierarchical routers are removed, performance
drops sharply by an average of 2.48 percentage
points. Both the Expert-Mask and the position of
the adapters are indispensable instruments, with an
average impact on performance of 1.01 and 0.43
percentage points, respectively. In conclusion, the
Hierarchical-MoE strategy constitutes the primary
factor in improving the performance. Furthermore,
rather than stacking all adapters downstream of
transformer blocks, our adapter placement strategy
allows more direct positive effects.

4.2.4 Inner Experts
We probe the dispatch details of samples across
experts (the composition(%) of the sample set dis-
patched to an arbitrary expert) and count the pop-

Figure 7: Details of Sample Dispatch on Task Level
(Task: Few-shot Setting).

ularity of experts (the total numbers of dispatched
samples). We select the Twitter-to-Weibo + Few-
shot as the experiment group.

As shown in Figure 6 and Figure 7, our hierarchi-
cal strategy proves efficient. Some experts clearly
demonstrate specialization in the target language
and the main task (SMD), while the capacity of
experts is substantially balanced. Specifically, for
language routers, the least and most popular ex-
perts are allocated a sample quantity roughly 30%
below and 17% above the average, respectively.
Such disparity in dispatch is acceptable in MoE de-
ployments. For Task routers, this gap is mitigated
to a certain extent. Moreover, experts specializing
in social misinformation detection exhibit higher
popularity (more post items are input). Conversely,
routing results for items from sentiment classifi-
cation task are more dispersed, with a significant
portion dispatched to experts not specialized in
the task at hand (more so than the reverse). Nev-
ertheless, experts for understanding Chinese and
English items demonstrated better balance (with
the difference in their popularity aligning closely
with the actual data volume ratio between the two
languages, only a 5.74% disparity). Overall, our
routers also perform quite well in dispatching.

5 Conclusions

In this work, we propose HierMoE-Adpt, an in-
novative PEFT adaption method for cross-lingual
social misinformation detection, which additionally
leverages bilingual sentiment analysis knowledge.
It incorporates a hierarchical routing strategy and
an expert-masking mechanism. HierMoE-Adpt ad-
vances cross-lingual SMD and mitigates the chal-
lenges related to protecting non-native users from
misinformation on SNS. Experimental results indi-
cate that HierMoE-Adpt outperforms the baselines
and exhibits flexibility in crossing language borders
back and forth through post-training.
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Limitations

Considering the preceding sections have thor-
oughly explained the motivation, innovations,
specific algorithm, and experimental design of
HierMoE-Adpt, this section primarily discusses
the limitations identified in our study, as well as
challenges that await mitigation in the future.

Inference Period
We are in search of a better inference method that
can assemble and integrate the knowledge of var-
ious experts based on masks, thereby achieving
non-MoE inference. Although intuitively, utilizing
the two hierarchical routers to perform inference
seems an elegant and logical approach, previous
works confirm that, after extensive training, merge-
based inference methods yield the best end-task per-
formance for MoEs. Such a proposal looks more
promising considering that our masking mecha-
nism can ensure low negative interference among
experts.

Transfer Application
Since HierMoE–Adpt is not a specific architecture
but a broadly applicable adaption method, it can be
directly applied to tasks like improving well-known
models that do not rely on PLM backbones, such
as MDFEND (Nan et al., 2021). Thus, we hope
to further investigate whether HierMoE–Adpt can
serve as a plugin to enhance existing SOTA SMD
frameworks (cross-lingual or cross-domain).
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A Experiment Setting Details

A.1 Implementation Details

In our experiments, we set the adapter’s hidden di-
mension to 64 (Only CPT and Ours have 256 bdue
to the hard mask mechanism). For our method, the
number of experts per group is set to 4, with each
router selecting K = 2 experts, and {λ1, λ2, α} =
{0.01, 0.08, 0.5}. We train all adapters (CPT and
Ours) for 100 epochs, with a batch size of 64 per
device, a learning rate of 5e-5 (all backbone compo-
nents of XLM-R remain frozen except LayerNorm
and Classification Heads), and a weight decay of
0.01. Other hyperparameters include β1 = 0.9,
β2 = 0.98, a router hidden dimension of 16, and
a maximum sequence length of 200. The dimen-
sion of mask-embedding is set to 256. For training
datasets, we split the training and validation sets
in a 90%:10% ratio and use the remaining posts
in the target language social misinformation detec-
tion dataset as the test set. We report accuracy and
macro-averaged F1. Experiments are conducted us-
ing 1 NVDIA A100-40G GPUs (2 ∗ NVDIA 4090
GPUs with batch-size-per-device as 32 can be a
lower substitute plan).
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A.2 Datasets
In this paper, we conduct our experiments in two
cross-lingual, multitask settings oriented towards
social misinformation detection: ’from Chinese
to English’ and ’from English to Chinese’. We
selected Twitter as the social media platform for
the English-language environment and Weibo, the
Chinese equivalent of Twitter, for the Mandarin-
language environment. Specifically, For ZH-
Misinformation, we adopt the most widely-used
Weibo dataset (Ma et al., 2016) (consisting of 5,189
post items). For EN-Misinformation, we com-
bine the Twitter15 and Twitter16 datasets (Yuan
et al., 2019) (totaling 5,803 post items). For ZH-
Sentiment, we randomly sample 5,000 posts from
Weibo-Senti-100K (SophonPlus, 2024), a large-
scale sentiment polarity dataset containing over
100K labelled user posts. For EN-Sentiment, we
randomly sample 5,000 posts from Sentiment Anal-
ysis (SA) – Kaggle 2021 dataset (H, 2024), which
contains over 30k labeled user posts on a wide
range of topics.

A.3 Baseline Introductions
To standardize the pipeline, we use XLM-R (Con-
neau et al., 2020) as the base model. The following
8 methods are evaluated and compared as base-
lines: (1) Adapter (Houlsby et al., 2019); a bottle-
neck layer on top of FFNs. (2) Parallel Adpt (He
et al., 2021); a parallel version, both for MHA and
FFN. (3) P-Tuning (Liu et al., 2022). (4) MAD-
X (Pfeiffer et al., 2020); with language-specific
and task-specific layers, the most commonly used
cross-lingual multi-task transfer adapter. (5) CPT
(Ke et al., 2022); a cross-domain adapter based on
continual learning, we set the training sequence as
"source-language-senti, source-language-misinfo,
target-language-senti". (6) Hyper-X (Üstün et al.,
2022); a competitor based on hypernetworks; (7)
AdaMix (Wang et al., 2022); the only MoE-based
adapter competitor, without hierarchical mecha-
nism. (8) Ours. All selected method are rigorously
used for adaption-tuning, with all MHAs and FFNs
unfrozen during training.
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