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Abstract

Zero-shot Relation Triplet Extraction (ZSRTE)
aims to extract triplets from the context where
the relation patterns are unseen during training.
Due to the inherent challenges of the ZSRTE
task, existing extractive ZSRTE methods of-
ten decompose it into named entity recognition
and relation classification, which overlooks the
interdependence of two tasks and may intro-
duce error propagation. Motivated by the in-
tuition that crucial entity attributes might be
implicit in the relation labels, we propose a
Relation-Centric joint ZSRTE method named
Re-Cent. This approach uses minimal informa-
tion, specifically unseen relation labels, to ex-
tract triplets in one go through a unified model.
We develop two span-based extractors to iden-
tify the subjects and objects corresponding to
relation labels, forming span-pairs. Addition-
ally, we introduce a relation-based correction
mechanism that further refines the triplets by
calculating the relevance between span-pairs
and relation labels. Experiments demonstrate
that Re-Cent achieves state-of-the-art perfor-
mance with fewer parameters and does not rely
on synthetic data or manual labor.

1 Introduction

Relation Triplet Extraction (RTE) aims to extract
entity pairs and their relations from context and
organize them into triplet: <subject entity,
relation, object entity> (Han et al., 2020).
The existing research on RTE focuses on end-to-
end joint extraction models (Wei et al., 2020; Ning
et al., 2023) rather than pipeline methods (Zelenko
et al., 2003) which run Named Entity Recognition
(NER) and Relation Classification (RC) separately
(Yuan et al., 2021). However, these approaches
require a large amount of annotated data to retrain
for novel relations (Yu et al., 2024), which limits
their scalability in real-world scenarios.
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{ }
He first married Lady Jean Stewart , daughter of
James V of Scotland and Elizabeth Bethune .

(‘Lady Jean Stewart’, ‘father’, ‘James V of Scotland’)
(‘Lady Jean Stewart’, ‘mother’, ‘Elizabeth Bethune’)

(‘Elizabeth Bethune’, ‘child’, ‘Lady Jean Stewart’)

‘father’, 
‘mother’, 
‘child’,

…

Seen Data Seen
Relation Labels

The HyperScan is a video game console from the
toy company Mattel.

(‘HyperScan’, ‘instance of’, ‘video game’)
(‘HyperScan’, ‘manufacturer’, ‘Mattel’)

‘instance of’, 
‘manufacturer’, 

…

Unseen Data Unseen
Relation Labels

{ }
Figure 1: Examples for Zero-shot RTE. Each context
may contain multiple triplets. The intersection of seen
and unseen relation labels is empty.

Zero-shot learning (ZSL) transfers knowledge
from seen classes to unseen ones, alleviating the
reliance on annotated data (Wang et al., 2019). Ex-
isting efforts focus on Zero-shot Relation Classi-
fication (ZSRC)1 (Chen and Li, 2021; Li et al.,
2024b), which classifies the relations between an-
notated entities. However, annotated entities are
not always provided. Chia et al. (2022) proposed
Zero-shot RTE (ZSRTE), which can directly ex-
tract triplets from context without annotated data
for training unseen relation patterns (Figure 1).

Existing ZSRTE methods can be roughly divided
into two categories. Generative methods typically
rely on additional synthetic data (Xu et al., 2024) or
handcrafted templates (Kim et al., 2023) to directly
generate triplets. Although Large Language Mod-
els (LLMs) can perform ZSRTE due to their ZSL
capabilities (Xu et al., 2023), they often come with
high inference (Wei et al., 2023) or training costs
(Li et al., 2024a). Extractive methods (Lv et al.,
2023; Gong and Eldardiry, 2024) decompose RTE
into two tasks: NER and RC, due to the complexity
of the task, but this increases deployment costs and
also introduces the risk of error propagation.

1In some works, it is referred to as Zero-shot Relation
Extraction (ZSRE). In this paper, we refer to it as ZSRC.
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We argue that a joint extractive ZSRTE system
could be appealing. During inference, only rela-
tion labels are available, so we consider them as
the pivot of ZSRTE. Despite their brevity, we be-
lieve these labels are rich in semantics and have the
potential to offer valuable insights regarding the
subject and object involved. For example, for the
relation <Director>, the subject may be a movie
or TV show, while the object is always a person.
However, for the relation <Instance of>, we can
only infer that the subject is a specific individual
and the object represents an abstract class or type.
We believe that such nuanced entity information,
which is difficult to formalize, could be more effec-
tively learned by models.

Based on this intuition, we propose Re-Cent,
a Relation-Centric joint zero-shot relation triplet
extraction framework. We extract triplets in a uni-
fied model, relying solely on relation labels and
avoiding the involvement of pseudo-data and man-
ual labor. Specifically, inspired by the type and
span matching approach in the NER task (Zara-
tiana et al., 2024), we design two span extractors
to separately extract subjects and objects based on
relation labels, resulting in a subject set containing
n spans and an object set containing m spans. We
pair them to form n×m span pairs. However, when
multiple triplets are present in the context, there is
a redundancy risk. To address this, we introduce a
span-pair correction mechanism that re-scores the
span-pairs with their relations to filter out irrele-
vant triplets. Re-Cent treats zero-shot NER and
zero-shot RC as a unified task and optimizes them
collaboratively, thus avoiding error propagation.
Our main contributions are as follows:

• We introduce a novel perspective to revisit ZS-
RTE, which leverages the implicit information
within relation labels to extract the subject and
object, thereby achieving joint extraction.

• We propose a relation-based correction mech-
anism that improves the performance of multi-
triplet extractions by introducing a relevance
score between span-pairs and relations.

• Extensive experiments show that Re-Cent out-
performs state-of-the-art methods, achieving
12.73 and 6.77 gains in F1 scores on the two
widely used datasets, respectively. Moreover,
Re-Cent performs better than LLMs-based
methods with significantly fewer model pa-
rameters.

2 Related Work

2.1 Joint Relation Triplet Extraction

Previous pipeline-based methods (Chan and Roth,
2011) decompose the RTE task into NER and
RC, which overlook the interdependence between
the two tasks (Shen et al., 2021) and introduce
the risk of error propagation (Zhong and Chen,
2021). Recent research focuses on end-to-end ex-
traction models, which alleviate the limitations of
pipeline models through joint optimization. Com-
mon paradigms include span pair-classification
(Wadden et al., 2019; Ji et al., 2020), table-filling
(Shang et al., 2022; Ning et al., 2023), and seq2seq
models (Zeng et al., 2018, 2020). However, a com-
mon limitation of these methods is their reliance
on annotated data for novel relations. As a result,
there has been growing interest in RTE tasks un-
der few-shot and zero-shot settings (Deng et al.,
2022), which require limited or no annotated data
for unseen relations.

2.2 Zero-shot Relation Triplet Extraction

The existing research on Zero-shot relation clas-
sification (Chen and Li, 2021) uses methods such
as prototype-matching (Zhao et al., 2023; Li et al.,
2024b), text-entailment (Obamuyide and Vlachos,
2018; Sainz et al., 2021) or Large Language Mod-
els (LLMs) (Zhang et al., 2023; Li et al., 2023) to
classify the relation between two annotated entities.
However, in real-world scenarios, the annotated en-
tities are not always given. To this end, Chia et al.
(2022) proposed a challenging task called Zero-
shot Relation Triplet Extraction (ZSRTE), which
can be roughly divided into two types:

Generative methods aim to directly generate
relation triplets. RelationPrompt (Chia et al., 2022)
designs a Generator-Extractor framework, and sub-
sequent work (Xu et al., 2024) incorporates rein-
forcement learning to generate higher-quality ad-
ditional samples. Kim et al. (2023) manually con-
struct templates for each relation and perform gen-
eration through template-filling. Zero-shot capable
LLMs have also been applied to the ZSRTE task,
utilizing multi-turn Q&A (Wei et al., 2023) or fine-
tuning with tabular prompts (Li et al., 2024a).

Extractive methods identify the positions of
entities and classify their relations. Due to the
complexity of ZSRTE, existing work decomposes
ZSRTE into two stages: NER and RC, executing
them in a pipeline manner. Lv et al. (2023) intro-
duced discriminative soft prompt, fine-tuning the
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Subject Extractor

Prompt:    [CLS]  [R] part of  [R] has part  [R] located on terrain feature [SEP] 

Sentence:  Bonaire is one of the special municipalities in the Caribbean Netherlands [SEP]

[CLS] [R] [R] [R] [SEP] [SEP]

Encoder

[1;1]

[6;7]

[10;11]

[R] [R] [R]

(‘Bonaire’, ‘part of’,
‘special municipalities’)
(‘special municipalities’, 

‘has part’, ‘Bonaire’)
(‘Bonaire’, ‘located on terrain 

feature’, ‘Caribbean Netherlands’)
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Caribbean, …} Objects

…

> threshold 

[R]<Bonaire, Bonaire>
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municipalities>

<Bonaire, Netherlands>…

Span Representation Matrix  

Bonaire
Netherlands

Caribbean
special 

municipalities
NetherlandsBonaire

Triplets

[R]

[R]

(a) Encoding Module

(b) Extraction Module

(c) Correction Module

Span-pairs

Figure 2: An illustration of the proposed Re-Cent. Take an example with unseen relation m = 3, a maximum span
length L = 8 . The input sentence is concatenated with the unseen relation labels and fed into the (a) Encoding
Module (§3.3) to generate contextual representations. Then, the (b) Extraction Module (§3.4) identifies potential
subjects and objects from the span representation matrix corresponding to the relation patterns. Finally, the (c)
Correction Module (§3.5) filters out redundant triplets by calculating the relevance scores between span-pairs and
unseen relation labels, resulting in the final triplets.

NER and RE models separately, while Gong and
Eldardiry (2024) generate data for unseen relations
based on a knowledge graph, and use an additional
extractor to obtain entities. Although running in
stages can simplify the complexity of ZSRTE (Lan
et al., 2024), the lack of interaction between tasks
may lead to potential performance degradation and
is susceptible to error propagation.

Different from existing methods, we treat ZS-
RTE as a relation-centric subject-object span classi-
fication task and jointly optimize the model to mini-
mize error propagation. Additionally, by further in-
troducing the relevance scores between span-pairs
and relation labels, we further improve extraction
efficiency. Our framework uses minimal informa-
tion, specifically unseen relation labels, without
requiring additional generated training data.

3 Methodology

3.1 Task Formulation

Given a dataset D = ({(Xi,Γi)}|D|
i=1, R), where

Xi represents the i-th input sentence and Γi rep-
resents the latent triplet set in Xi. The goal of
Relation Triplet Extraction (RTE) is to extract
Γi = {(esubjj , rj , e

obj
j )}|Γ|j=1 from Xi, where esubjj ,

eobjj ∈ E represent the subject and object entity,

respectively, with E being the set of all entities in
Xi. rj ∈ R and R is a predefined set of relations.

The Zero-shot RTE (ZSRTE) requires learning
from the seen dataset Ds and transferring the capa-
bilities to predict the unseen dataset Du. Ds and
Du are originally split from D. Similarly, given
seen relations Rs = {rs1, . . . , rsn} ∈ Ds and un-
seen relations Ru = {ru1 , . . . , rum} ∈ Du, where n
and m represent the number of relations. It is worth
noting that there is no overlap between Rs and Ru.
Based on ZSRTE, the goal of ZSRC is to identify
the relation ru ∈ Ru between the annotated entity
pairs (esubju , eobju ) in the unseen dataset Du.

3.2 Overview

An overview of our proposed model is shown in
Figure 2. It includes three main components:

(1) Prompt and Sentence Encoding aims to
utilize a pre-trained bidirectional encoder to gen-
erate representations for relation labels and sen-
tences. (2) Relation-Centered Extractors are
used to identify the sets of subjects and objects
for specific relation patterns. (3) Multiple Triplet
Correction Module is designed to assess the asso-
ciation between subject-object pairs and relations,
filtering out irrelevant triplets.
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3.3 Prompt and Sentence Encoding

To ensure full interaction between the sentence and
the relation labels while enhancing the distinction
between different relation labels, inspired by previ-
ous works (Lv et al., 2023; Zaratiana et al., 2024),
we concatenate all the candidate relation labels into
the prompt and obtain the representation of both
prompt and sentence through a bidirectional trans-
former encoder . Specifically, for a given sentence
X = {w1, w2, . . . , wl}, we prepend a prompt
Xp = {[R]r1, [R]r2, . . . , [R]rn} to X , where l
and n denote the number of tokens in the sentence
and the number of candidate relations, respectively.
The symbol [R] is a learnable marker that is con-
catenated before each relation ri to represent the
semantic of the i-th relation. The encoded hidden
state embeddings can be expressed as:

{h[CLS], h[R], hr1 , . . . , h[R], hrn , h[SEP ],

hw1 , . . . , hwl
, h[SEP ]} = Encoder(XpX).

(1)

3.4 Relation-Centered Extractors

We consider relations as a bridge between the sub-
ject and the object, which may encompass rich
entity attributes such as role types, semantic direc-
tions, and hierarchical structures.

Taking the sentence in Figure 2 as an example,
for the relation <part of>, the subject <Bonaire>
as a geographic entity, is a part of the object
<special municipalities>, which is an admin-
istrative division. The semantic direction between
the two entities clarifies a hierarchical relationship
from the specific to the general. However, these
abstract attributes may be difficult to express explic-
itly in natural language. Therefore, we develop two
Relation-Centered extractors, which are designed
to explore the semantics within relations and to
extract the sets of subjects and objects.

Span Representation Matrix. Initially, we rep-
resent entities using spans and construct a represen-
tation matrix S:

S = {sij = [hi;hj ]|i, j ∈ [1, l], i ≤ j, j − i ≤ L}, (2)

where sij represents the entity span from the i-th to-
ken to the j-th token, [; ] denotes the concatenation
operation, and L indicates the maximum length of
spans to limit computational complexity.

Subject / Object Extractor. We assume that
each span in a sentence has the potential to serve
as either the subject or object in a triplet, depend-
ing on its role in the relationship. To extract the

subject set Esubj
k and the object set Eobj

k corre-
sponding to the k-th relation label rk, we compute
the relevance scores Psubj and Pobj for each entity
span when considered as a subject and as an ob-
ject, respectively. These scores are represented as
Psubj ,Pobj ∈ R|S|×n:

Psubj =
∥∥n

k=1
σ(

∑
d

FFNsubj(si)× FFNrel(h[R],k)), (3)

Pobj =
∥∥n

k=1
σ(

∑
d

FFNobj(si)× FFNrel(h[R],k)), (4)

where σ denotes the sigmoid activation function,
d represents the token embedding dimension, and
FFN is a two-layer feed-forward network, si ∈ S.
We add entity spans to Ek if their relevance score
with rk exceeds a threshold θ.

3.5 Multiple Triplet Correction Module
Directly pairing the spans in the set without con-
sidering the connection between the subject and
the object may introduce redundant triplets. There-
fore, we additionally introduce span-pair relevance
scores. For the k-th relation, we first construct a
span-pair representation matrix T from the spans
in Esubj

j and Eobj
j :

Tk = {tijk = [sisubj ; s
j
obj ]|ssubj ∈ Esubj

k , sobj ∈ Eobj
k }.

(5)

The relevance score Ppair ∈ R|T ×n| is then calcu-
lated using the relation rk associated with Tk:

Ppair =
∥∥n

k=1
σ(

∑
d

FFNpair(t
ij
k )× FFNrel(h[R],k)), (6)

where tijk ∈ Tk. We take the triplets with a rele-
vance score greater than the threshold τ as the final
extraction results.

3.6 Training Objective
The training objectives include two main goals:
for span extractors, the aim is to increase the rele-
vance between spans and positive relations while
decreasing their relevance with negative relations.
Similarly, the span-pair scorer is designed to assign
higher scores to positive span-pairs. Notably, to
enhance robustness while reducing computational
complexity, we select the top K spans with the
highest relevance from the set E as hard negative
samples for computation in the matrix T . We use
binary cross-entropy loss:

L(P) = − 1

N

N∑
i=1

[yilog(pi)+ (1− yi)log(1− pi)], pi ∈ P,

(7)
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where y = 1 when the relation is positive, and
y = 0 otherwise. The final loss function needs to
unify the two training objectives. We use a hyper-
parameter α to control the weight of each task to
obtain the final optimization objective:

Loss = α(L(Psubj) + L(Pobj)) + (1− α)L(Ppair). (8)

4 Experiments Setup

4.1 Datasets
We evaluate our framework on two wildly used
datasets, FewRel (Han et al., 2018) and Wiki-ZSL
(Chen and Li, 2021). The key difference is that
FewRel is manually annotated, while Wiki-ZSL is
constructed through distant supervision, which may
introduce more noise (Li et al., 2024b). Data statis-
tics can be found in Table 1. To ensure a fair and
comprehensive comparison, we follow the setup
of previous works (Chia et al., 2022) by splitting
the data into training, validation, and test sets. To
maintain a zero-shot setting, there is no overlap in
relation labels across these data folds. Specifically,
for each dataset, the test set contains m unseen re-
lation labels, and we evaluate our method under
the settings of m = {5, 10, 15}. The validation
set contains 5 unseen labels for early stopping and
hyperparameter tuning, while the remaining labels
are included in the training set.

4.2 Implementation Details
The hyperparameters are determined manually on
the valid set using grid search. We use AdamW as
the optimizer, applying different learning rates of
1e− 5 and 3e− 5 for the encoder and other layers,
respectively. We set the batch size to 32 and 10
epochs and apply an early stopping strategy. The
maximum span length L is set to 12. The ratio
of positive-to-negative relation type is 1 : 3, the
number of hard negative spans K = 5, and the loss
weight α = 0.5. For the selection of thresholds θ
and τ , we conduct a detailed analysis of two bench-
marks in §5.6 and set the same optimal thresholds
for all experiments. We choose DeBERTa-v3-base
(He et al., 2023), a bidirectional transformer en-
coder, as the backbone to evaluate performance.

For the metrics of ZSRTE, we align with the
settings of Chia et al. (2022), employing Accuracy
(Acc.) as the metric for Single Triplet evaluation,
where each sentence contains only one triplet. For
Multi Triplet evaluation, where each sentence con-
tains two or more triplets, we report the standard
micro precision (P.), recall (R.), and F1 score. To

Dataset Instances Entities Relations Avg. Len.

Wiki-ZSL 94,383 77,623 113 24.85
FewRel 56,000 72,954 80 24.95

Table 1: The statistics for two public datasets. Avg. Len.
represents the average length of each sentence.

reduce experimental randomness, we report the re-
sults as the average performance across five data
folds, with the data splits sourced from previous
works (Chia et al., 2022; Kim et al., 2023). Our
code is available2.

4.3 Compared Baselines

We compare our proposed model with the follow-
ing seven strong baselines in ZSRTE. For genera-
tive methods, TableSequence (Wang and Lu, 2020)
and RelationPrompt (Chia et al., 2022) are trained
using synthetic data of unseen relations. TAG (Xu
et al., 2024) enhances data quality based on these
methods through reinforcement learning. ZETT
(Kim et al., 2023) utilizes handcrafted relation tem-
plates to directly generate the corresponding enti-
ties. For extractive methods, DSP (Lv et al., 2023)
constructs different discriminative models for NER
and RE tasks. RSED (Lan et al., 2024) filters poten-
tial relations and detects entity boundaries based on
the relations. ZS-SKA (Gong and Eldardiry, 2024)
introduces different levels of semantic information
for knowledge augmentation.

Our span-based extractive method eliminates the
reliance on pseudo-data compared to generative
methods, and the most notable difference from ex-
tractive methods like DSP and ZS-SKA is that we
jointly optimize NER and RE with a unified model.

5 Analysis and Discussion

5.1 Main Results

In Table 2, we compare our main experimental
results with previous methods and observe that
Re-Cent achieves significant performance improve-
ments on two public datasets:

In the Single Triplet evaluation, we surpass the
SOTA method (ZS-SKA) by 3.34 and 7.74 on Wiki-
ZSL and FewRel, respectively. In the Multi Triplet
evaluation, we also achieve notable advantages,
with an absolute F1 improvement of 12.73 and
6.77 over ZS-SKA on the two benchmarks, facil-
itated by a more balanced precision-recall ratio.

2https://github.com/lizehan1999/Re-Cent

https://github.com/lizehan1999/Re-Cent
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Unseen Labels Methods

Single Triplet Multi Triplet

Wiki-ZSL FewRel Wiki-ZSL FewRel

Acc. Acc. P. R. F1 P. R. F1

m=5

TableSequence (Wang and Lu, 2020) 14.47 11.82 43.68 3.51 6.29 15.23 1.91 3.40
NoGen (Chia et al., 2022) 9.05 11.49 15.58 43.23 22.26 9.45 36.74 14.57
RelationPrompt (Chia et al., 2022) 16.64 22.27 29.11 31.00 30.01 20.80 24.32 22.34
ZETT (Kim et al., 2023) 21.49 30.71 35.89 28.38 31.74 38.14 30.58 33.71
DSP (Lv et al., 2023) - - 42.70 43.40 43.00 40.10 27.00 32.30
RSED (Lan et al., 2024) 18.40 22.67 38.14 36.84 37.48 43.91 34.97 38.93
ZS-SKA (Gong and Eldardiry, 2024) 44.00 32.86 66.70 27.24 38.68 57.50 26.24 36.04
TAG (Xu et al., 2024) 23.12 28.94 39.36 37.51 38.24 37.56 40.24 38.81

Re-Cent (ours) 43.32 46.18 53.90 58.55 55.66 46.88 44.56 44.80

m=10

TableSequence (Wang and Lu, 2020) 9.61 12.54 45.31 3.57 6.40 28.93 3.60 6.37
NoGen (Chia et al., 2022) 7.10 12.40 9.63 45.01 15.70 6.40 41.70 11.02
RelationPrompt (Chia et al., 2022) 16.48 23.18 30.20 32.31 31.19 21.59 28.68 24.61
ZETT (Kim et al., 2023) 17.16 27.79 24.49 26.99 24.87 30.65 32.44 31.28
DSP (Lv et al., 2023) - - 26.30 48.00 34.00 35.90 27.10 30.90
RSED (Lan et al., 2024) 22.30 24.91 27.09 39.09 32.00 30.89 29.90 30.39
ZS-SKA (Gong and Eldardiry, 2024) 26.40 34.03 45.38 29.27 35.30 60.48 23.22 33.28
TAG (Xu et al., 2024) 17.24 28.16 31.37 32.53 31.88 31.04 33.49 32.18

Re-Cent (ours) 30.30 36.53 42.22 50.56 45.95 39.87 39.10 39.05

m=15

TableSequence (Wang and Lu, 2020) 9.20 11.65 44.43 3.53 6.39 19.03 1.99 3.48
NoGen (Chia et al., 2022) 6.61 10.93 7.25 44.68 12.34 4.61 36.39 8.15
RelationPrompt (Chia et al., 2022) 16.16 18.97 26.19 32.12 28.85 17.73 23.20 20.08
ZETT (Kim et al., 2023) 12.78 26.17 19.45 23.31 21.21 22.50 27.09 24.39
DSP (Lv et al., 2023) - - 27.70 32.40 29.90 27.90 25.40 26.60
RSED (Lan et al., 2024) 21.64 25.14 25.37 33.80 28.98 27.00 23.55 25.16
ZS-SKA (Gong and Eldardiry, 2024) 20.26 23.86 31.23 27.20 29.19 37.29 19.13 25.29
TAG (Xu et al., 2024) 16.41 22.53 26.52 31.34 29.18 25.35 25.88 25.59

Re-Cent (ours) 27.06 31.27 35.79 45.19 39.75 30.53 32.53 31.07

Table 2: Main comparison results of the proposed Re-Cent with the prior works. Bold marks the highest score,
underline marks the second-best score. All baseline results are sourced from the original papers.

This indicates that our framework adapts better to
the challenging ZSRTE task compared to previous
generative and extractive baselines. This may be
attributed to our joint optimization of NER and RC
as a unified objective, which enables information
sharing while avoiding error accumulation.

Additionally, compared to the baseline meth-
ods, Re-Cent shows a larger performance improve-
ment on Wiki-ZSL, suggesting that it is more ro-
bust in handling noisy data, which is beneficial
for real-world scenarios. It is worth noting that
our method completes the ZSRTE task based on a
unified model without requiring additional manual
labor or the intervention of pseudo-data, further
reducing the deployment cost.

5.2 Comparison with Large Language Models

Generative Large Language Models (LLMs) pos-
sess strong zero-shot learning capabilities. It may
raise concerns about whether Re-Cent can outper-
form LLMs-based methods. In Table 3, we report

the performance of four generative baselines along-
side the parameter count of the backbone models,
particularly MICRE, which fine-tuned LLMs like
LLaMA-7B (Touvron et al., 2023) on 12 public
datasets through tabular-prompting. Additionally,
we compare the performance of Re-Cent at dif-
ferent parameter scales by replacing the backbone
model with three different sizes of DeBERTa-v3.

The results show that even with fewer parame-
ters, our model consistently outperforms most gen-
erative methods. Moreover, as the backbone model
size increases, there is a significant performance
boost, emphasizing the scalability of Re-Cent. We
also observe that the large-sized backbone makes
Re-Cent’s advantages more pronounced, with per-
formance exceeding LLaMA by 39% with only 4%
of LLaMA’s parameters.

5.3 Scalability Analysis of Re-Cent on ZSRC

We make a simple modification to the structure
of Re-Cent to extend it to the zero-shot relation
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Methods Backbone Wiki-ZSL FewRel

Params m=5 m=10 m=15 m=5 m=10 m=15 Avg.

RelationPromptBART&GPT−2
† 264M 16.64 16.48 16.16 22.27 23.18 18.97 18.95

ZETTT5−base
‡ 220M 21.49 17.27 12.78 30.71 27.90 26.17 22.72

TAGBART&GPT−2
† 264M 23.12 17.24 16.41 28.94 28.16 22.53 22.73

MICRE T5−3B
‡ 3,000M 25.20 23.65 21.80 36.75 33.18 30.44 28.50

MICRE LLaMA
‡ 7,000M 27.74 24.64 22.23 37.53 34.77 32.42 29.89

Re-Cent (ours) DeBERTa−v3−small 44M 37.53 27.16 25.35 39.44 32.16 25.19 31.14
Re-Cent (ours) DeBERTa−v3−base 86M 43.32 30.30 27.06 46.18 36.53 31.27 35.78
Re-Cent (ours) DeBERTa−v3−large 304M 48.74 35.47 33.24 48.44 43.30 40.76 41.66

Table 3: Accuracy comparison results with LLMs-based methods under the single triplet setting. We report the
backbone models used in their baselines along with the corresponding number of parameters. † and ‡ respectively
mark the results reported by Xu et al. (2024) and Li et al. (2024a). Avg. denotes the average of accuracy scores.

Methods Wiki-ZSL FewRel

P. R. F1 P. R. F1

ZS-BERT 34.12 34.38 34.25 35.54 38.19 36.82
REPrompt 63.69 67.93 65.74 74.33 72.51 73.40
RE-Matching 67.31 67.33 67.32 73.80 73.52 73.66
SUMASK 43.55 40.27 41.85 44.76 41.13 42.87
ZS-SKA 41.78 40.50 39.30 45.03 51.86 46.99
MICRE 67.14 68.87 67.99 73.47 75.83 74.77
AlignRE 69.01 67.52 68.26 77.63 77.00 77.31

Re-Cent (RC) 69.83 67.49 68.61 77.24 74.90 76.04

Table 4: ZSRC experiment of Re-Cent. We report the
performance on FewRel and Wiki-ZSL under m=15.
All baseline results are sourced from the original papers.

classification (ZSRC) task for more insights. Since
entities are pre-annotated in ZSRC, we remove
the span extraction objective and directly concate-
nate the span representations of the subject and
object as the sentence representation. The triplet
correction module is repurposed as a relation pre-
dictor to provide a relevance score for each relation,
with the highest score selected as the final predic-
tion. The positive-to-negative relation type ratio
is set to 1:10, and the other hyperparameters re-
main the same as in the ZSRTE task. We compare
seven strong baselines: ZS-BERT (Chen and Li,
2021), REPrompt (Chia et al., 2022), RE-Matching
(Zhao et al., 2023), SUMASK (Li et al., 2023),
ZS-SKA (Gong and Eldardiry, 2024), MICRE (Li
et al., 2024a) and AlignRE (Li et al., 2024b). Fol-
lowing the settings of previous works, we use the
Macro F1 metric for evaluation.

The comparison results in Table 4 indicate
that Re-Cent demonstrates strong competitiveness
and generalization in ZSRC, particularly on the
noisier Wiki-ZSL dataset. However, compared
to the method specifically optimized for ZSRC

Methods m=5 m=10 m=15

Re-Cent 44.80 39.10 31.07

w/o. Two Extractors 40.08 31.06 23.61
w/o. Triplet Correction 41.91 34.08 27.49
w/o. both 5.69 5.55 3.70

Table 5: Ablation study of Re-Cent. We report the multi
triplet F1 performance on FewRel under m={5,10,15}.

(AlignRE), there remains a slight performance
gap on FewRel, which may be due to the ab-
sence of side information such as descriptions and
aliases. Therefore, leveraging additional informa-
tion sources beyond relation labels to improve per-
formance could be a promising direction.

5.4 Ablation Experiment

We report the impact of each component under
multi-triplet setting on FewRel in Table 5.

We use a unified extractor to extract a single
span set for each relation label, replacing the sub-
ject extractor and the object extractor (w/o. Two
Extractors). The performance drop reveals the im-
portance of separately identifying the subject and
object. The reason may be that when matching all
spans without distinguishing directions, redundant
triplets burden the correction module. When we
omit the span-pair matching score to filter triplets
(w/o. Triplet Correction), the performance declines,
indicating that the module effectively identifies ir-
relevant triplets by computing the relevance be-
tween entity pairs and relations. When we remove
both components (w/o. both), there is a dramatic
performance drop. This is because the triplets lose
directional information and lack additional correc-
tion, leading to a deviation in the optimization ob-
jective and thus making the extraction ineffective.
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Dataset Methods Subject Object Triplets

Wiki-ZSL Original 25.78 29.90 27.06
Reversed 8.70 ↓ 7.16 ↓ 1.46 ↓

FewRel Original 31.25 29.76 31.27
Reversed 7.43 ↓ 8.97 ↓ 3.28 ↓

Table 6: Experimental analysis of the role of Relation-
Centric for subject extraction, object extraction, and
single triplet extraction when m=15 (Acc.). Reversed
indicates that the two extractors are swapped during the
inference phase based on the original model.

Sentence:
ATLAS Hydrographic is an oceanographic systems 
company, part of the ATLAS Elektronik group that is 
owned by thyssenkrupp and Airbus.

Subject Set: ATLAS Hydrographic ATLAS Elektronik

Object Set: thyssenkrupp Airbus

Triplets: 
<ATLAS Elektronik, owned by, thyssenkrupp>

<ATLAS Elektronik, owned by, Airbus>

Sentence:
Bernard Hopkins vs. Chad Dawson was a boxing match 
contested for both the WBC and "The Ring" light 
heavyweight championships.

Subject Set: Bernard Hopkins Chad Dawson

Object Set: WBC light heavyweight

Triplets: 
<Bernard Hopkins, competition class, light heavyweight>

<Chad Dawson, competition class, light heavyweight>

Figure 3: Two case studies of extraction results on
FewRel, where we provide the extracted subject set,
object set, and all triplets.

5.5 Relation-Centric Role Analysis

To examine whether Re-Cent effectively captures
the entity attribute information in relation labels
and accurately identifies the corresponding sub-
ject and object, we conduct an experimental anal-
ysis. During the inference phase, we reverse the
two extractors (Table 6), such as using the sub-
ject extractor to identify the object. We observe
a significant decrease in performance, indicating
that our framework effectively captures attribute
information from the relation labels and focuses
on extracting the corresponding subject and object
entity sets. Furthermore, in Figure 3, we provide
two examples of Re-Cent extraction results. We
observe that there is no overlap between the subject
set and the object set, and Re-Cent achieves more
accurate extraction by filtering redundant triplets.

5.6 Hyperparameter Study

Thresholds can affect the performance of Re-Cent,
prompting us to conduct a two-factor experiment
to explore the entity span threshold (θ) and the
triplet threshold (τ ), which are described in §3.4
and §3.5, respectively. We conduct experiments
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Figure 4: Threshold study on two datasets with m=15.
Darker blocks represent higher multi-triplet F1 scores
under the corresponding group of thresholds.

with m = 15 on two datasets and report the per-
formance under different thresholds in Figure 4.
We observe that when θ is smaller, adjusting τ
makes it easier to achieve optimal performance.
This is because a smaller θ recalls more positive
spans, reducing omissions, which allows the cor-
rection module to more precisely prune irrelevant
triplets through τ . However, as θ decreases further,
this advantage diminishes. Additionally, the Wiki-
ZSL dataset seems to require higher thresholds to
achieve good performance, which may be due to
its noisier nature, necessitating higher confidence
to ensure robust predictions. We select the best
thresholds for each benchmark, θ = 0.3, τ = 1.7
for Wiki-ZSL and θ = 0.2, τ = 1.3 for FewRel,
and apply them in all experiments.

6 Conclusion

In this paper, we present a novel approach named
Re-Cent to zero-shot relation triplet extraction (ZS-
RTE) which adopts a relation-centric joint extrac-
tion framework. By leveraging the implicit infor-
mation within relation labels, Re-Cent simultane-
ously extracts subjects and objects, forming triplets
without relying on pseudo-data or manual labor.
The introduction of a relation-based span-pair cor-
rection mechanism further enhances its ability to
handle multi-triplet extractions by filtering irrele-
vant triplets. Extensive experiments demonstrate
that Re-Cent outperforms existing state-of-the-art
methods, providing a more efficient and scalable
solution for ZSRTE while significantly reducing
model complexity compared to LLMs-based meth-
ods. Our work highlights the potential of using an
end-to-end framework in the complex ZSRTE task.
In the future, we will further investigate how to
migrate this approach to other zero-shot tasks.
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Limitations

Despite Re-Cent demonstrating advantages in the
ZSRTE task, there are still some limitations.

Firstly, Re-Cent relies on a strong encoder
backbone and does not exhibit performance advan-
tages on models like bert-base. Additionally, the
span-based Re-Cent fails to handle discontinuous
entities, which distinguishes it from generative
methods. Furthermore, we found from experiments
that the value of the threshold has a significant
impact on Re-Cent, which also prompts us to ex-
plore the possibility of dynamic threshold methods.
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