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Abstract

Languages evolve, increasing the risk of losing
ancestral languages. In this paper, we explore
Historical Language Reconstruction (HLR) for
Proto-Sabaean languages, starting with the
identification of cognates–sets of words in dif-
ferent related languages that are derived from
the same ancestral language. We (1) collect se-
mantically related words in three Afro-Semitic
languages from a three-way dictionary (2) work
with linguists to identify cognates and recon-
struct the proto-form of the cognates, (3) exper-
iment with three automatic cognate detection
methods and extract cognates from the seman-
tically related words. We then experiment with
in-context learning with GPT-4o to generate
the proto-language from the cognates and use
Sequence-to-Sequence (Seq2Seq) models for
HLR.

1 Introduction

As languages evolve, words gain new meaning and
lose old ones. This evolution can lead to a parent
language splitting into multiple child languages;
forming language families that share a common an-
cestral language. The ancestral language is referred
to as a proto-language (Meloni et al., 2021). Histor-
ical Language Reconstruction (HLR) attempts to
reconstruct proto-languages from patterns in cog-
nates–words in child languages that have likely
evolved from the same word in the proto-language.

To reconstruct proto-languages, we first have to
identify cognates. A popular method in cognate set
identification is to start with semantically related
words–for instance, from multilingual dictionaries–
and look for patterns of phonetic change across the
languages. Once we have cognates, proto-word
reconstruction can happen at different levels of
the language family tree (e.g. Meloni et al., 2021;
Kim et al., 2023). As we move up the language
family tree, collecting cognate sets becomes dif-
ficult as we would need to collect parallel words

from the multiple languages we are considering.
This challenge becomes further pronounced for
low-resourced languages–languages that have lim-
ited data and are expert-constrained (Nigatu et al.,
2024).

In this paper, we use automated methods and
human expertise to identify cognates from three
low-resourced Afro-Semitic languages: Ge’ez,
Tigrinya, and Amharic. For the three languages,
we first prepare the Swadesh list1–which is a list
of things and concepts used for historical compar-
ative linguistics. We then worked with linguists
to identify cognates from the Swadesh lists and to
reconstruct the proto-form for each cognate. We
used this data to test three different computational
methods that we used to identify cognates from
a large set of words collected from a three-way
dictionary. Relying on its generative property, we
experimented with GPT-4o in few-shot setting to
generate proto-forms for the automatically iden-
tified cognates and experimented with Seq2Seq
models for proto-language reconstruction.

Contribution To the best of our knowledge,
there have been no attempts to collect cognate sets
and reconstruct the proto-language for the Ethio-
Semitic branch2 of the Afro-Semitic language fam-
ily. We contribute (1) a dataset of cognates for the
three languages identified through human experts
and automated methods(§4), (2) proto-forms con-
structed by human experts (§4.3), (3) benchmark
results with Seq2Seq models trained for HLR (§5).
We provide an analysis of the cognates and the
performance of different models in HLR showing
common patterns of errors (§5). We intend to re-
lease the data freely for research purposes; see our

1https://linguifex.com/wiki/Swadesh_list.
2While the literature refers to the language family branch

as Ethio-Semitic, we acknowledge that some of the languages
are also spoken in Eritrea. Hence, we refer to the proto-form
of the languages as Proto-Sabaean referring to the languages’
ancient Sabaean roots.

https://linguifex.com/wiki/Swadesh_list
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data sharing statement in Appendix 10.5.

2 Related Works

Cognate Set Identification Traditionally, iden-
tifying cognates requires meticulous manual com-
parisons of lexicons across various concepts, de-
manding significant linguistic expertise. Early cog-
nate identification approaches rely mostly on pho-
netic similarities and sound correspondence. With
the growth of large-scale linguistic datasets and
computational power, computational approaches
for cognate detection have become popular: meth-
ods that rely on edit distance (e.g Levenshtein
et al., 1966), clustering (e.g. List et al., 2017), and
expectation-maximization techniques (e.g. Mac-
Sween and Caines, 2020) have become popular.
By integrating deep learning and advanced compu-
tational models with traditional linguistic methods
(Akavarapu and Bhattacharya, 2024) introduced
transformer-based models that show better perfor-
mance in capturing phonetic and contextual simi-
larities across languages, outperforming traditional
alignment techniques. Yet, challenges remain for
ancient and low-resource languages that have little-
to-no collected data and linguistic experts.

Historical Language Reconstruction Earlier
HLR work like Bouchard-Côté et al. (2009)
used the Monte Carlo variant of the Expectation-
Maximization algorithm. List et al. (2022) in-
troduced alignment and classification methods,
where an alignment algorithm segments words into
phonemes, which are then used to predict proto-
phonemes with classifiers like Support Vector Ma-
chines (SVM). Ciobanu et al. (2020) approached
the task as a Sequence-to-Sequence (Seq2Seq)
problem using Conditional Random Fields (CRF)
and N-gram features for Romance languages. An-
other significant contribution was made by Meloni
et al. (2019) who employed a character-based GRU
with attention mechanisms, allowing for automatic
feature extraction and notable improvements in per-
formance in Latin languages. Kim et al. (2023)
used Seq2Seq Transformer model, incorporating
language embeddings and positional embeddings
to better handle long sequences and complex de-
pendencies for Chinese languages. To the best of
our knowledge, generative models have not been
utilized for Historical Language Reconstruction.

3 Ethio-Semitic Languages

Ethio-Semitic languages are a subset within the
Afro-Semitic family. Spoken primarily in Ethiopia
and Eritrea, the branch includes seven languages3

(see Figure 1). Proto-Sabaean serves as the recon-
structed ancestor language for these Ethio-Semitic
languages, representing their historical and linguis-
tic origins (Huehnergard et al., 2013; Hetzron et al.,
2018). In this work we foucs on three out of the
seven languages: Ge’ez, Tigrinya, and Amharic.
Appendix 10.2 gives details about each of the three
languages in our study.

Ethio-Semitic

North
Ethio-Semitic

South
Ethio-Semitic

Ge'ez

Tigrinya

Tigre

EasternCentral

Argoba

Amharic East
Gurage

Harari

West
Gurage

Figure 1: Language family tree for the Ethio-Semitic
branch of the Afro-Semitic language family. We high-
light in bold the languages included in our study.

Our languages of focus are low-resourced in
that (1) there are limited digital resources in the
languages, (2) there are constraints in accessing
linguistic experts in the languages, and (3) there
are computational and monetary constraints in de-
veloping and working on these languages (Nigatu
et al., 2024). While there has been progress in these
languages in text classification tasks (e.g. Neshir
et al., 2020; Tela, 2020), machine translation (e.g.
Ademtew and Birbo, 2024), and speech recogni-
tion (e.g. Abate et al., 2020), it is limited due to
a lack of curated data, computational tools, and
linguistic experts.

4 Data Collection

In this section, we will detail the three steps we
took to collect cognates for HLR of Proto-Sabaean
languages. Figure 2 shows our data curation steps.

4.1 Step 1: Semantically Equivalent Words
We started with the 100-concept Swadesh list in En-
glish and used dictionaries and human translation
to curate Swadesh list in the three languages (see
Figure 3). The next step was to collect larger data of
semantically related words in the three languages.

3These languages include Ge’ez, Tigrinya, Tigre, Amharic,
Argoba, Gurage (East Gurage and West Gurage ), and Harari.
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Figure 2: Steps taken to create the dataset. We show
the number of words, cognates and proto-froms at each
step.

Figure 3: Samples from the Swadesh 100-word list
in the three languages of study. Below each word, we
provide the IPA representation, which is what we used
for the reconstruction and cognate identification.

We could not find a digital three-way dictionary in
our languages of interest. Additionally, we could
not rely on OCR methods as our task is sensitive
to character errors and the current performance of
such computational tools for these languages is
low (Tonja et al., 2023). Hence, we had a three-
way dictionary called Lsanat Sem, Adhana (1995)
digitized by paid human experts.

Results This step resulted in 100 concepts trans-
lated to the three languages and a 54,300 word
digitized version of a three-way dictionary; 14,100
words in each language. We then used the Epitran
4 library to convert the orthographic representation
of the words to their IPA formats. This conver-
sion enables us to represent the phonetic details of
a language accurately, providing a phonetic tran-
scription that reflects the actual sounds of spoken
words.

4.2 Step 2: Cognate Identification

We worked with linguistics to identify cognates
from the 100-concept Swadesh list described above.
From the 100 concepts in the three languages, lin-
guists identified 74 cognates. We used these cog-
nates as a test set for automatic cognate set identifi-
cation.

4https://github.com/dmort27/epitran.

We used the LingPy5 tool for our computational
analysis. We experimented with three automatic
cognate set detection methods: Turchin (Peter et al.,
2010), Sound Class Algorithm (SCA) (List, 2010),
and LexStat (List, 2012). Appendix 10.3 provides
details of the three methods.

Results From the three automatic cognate iden-
tification methods, we found that SCA and Lex-
Stat performed better, accurately identifying 81%
and 69% of the linguist-identified cognates (see
Table 1). We applied the two methods on the words
we collected from the three-way dictionary and re-
tained sets of words that are identified by both SCA
and LexStat as cognates. Since we did not have
human expertise to review the full output, we took
the two best performing methods as complemen-
tary ways of evaluation. From a dataset of 14,100
entries, we identified 1,847 cognates. Linguists
then verified a 196 subset of the automatically iden-
tified cognates, finding errors in just 2% of the
samples. This low error rate indicates that, even
though the automatic cognate identification is not
perfect, it can correctly identify a large set of cog-
nates. Our final dataset from this step has 1847
cognates identified by automated methods and 74
cognates identified by linguistic experts.

TURCHINID LEXSTATID SCAID
Precision 100 96 85

Recall 53 60 90
F1 Score 69 74 87
Accuracy 66 69 81

Table 1: Results of automatic cognate identification
techniques on linguist identified cognate sets. We
took two of the highest-scoring methods to automati-
cally identify cognates from the three-way dictionary
collected words.

4.3 Step 3: Proto-word Reconstruction

We first worked with linguists, who used the com-
parative method by (Anttila, 1989) to reconstruct
the proto-forms for the 74 cognate sets they iden-
tified (see §4.2). Due to resource constraints to
get linguistic expert reconstruction for 1847 cog-
nate sets, we used GPT-4o to create the proto-
forms. We first tested the performance of GPT-
4o in constructing proto-forms for the 74 cognates
from our human expert cognate identification (see
§4.2). We then used GPT-4o in few-shot setting
with 11 examples, selected based on linguists’ judg-

5https://lingpy.org/.

https://github.com/dmort27/epitran
https://lingpy.org/
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ments, to reconstruct the proto-form for the 1847
cognates from our automatic cognate identifica-
tion. Appendix 10.4 shows the prompt structure we
used. Since the Seq2Seq models are not trained on
IPA representation for HLR task, the goal for the
synthetic data is to inject the Seq2Seq knowledge
into the models we wanted to test on the linguist-
reconstructed data. We discuss the limitation with
our approach in §7.

Linguists GPT-4o Patterns Explanation

bɨlaʕ bəlɨʕə Vowel Addition Extra vowels (ɨ, ə) added.

kəbd kərɨs Vowel & Consonant
Substitution

ə → ɨ, d → s.

ʕəbɨj ʕabɨj Vowel Substitution ə → a.

hat͡sʼir ħat͡sʼur Vowel & Consonant
Substitution

i → u, h → ħ.

kid ħid Consonant Substitution k → ħ.

qətil qətilot Suffix Addition ot added at the end.

nəkis nəsik Reordering Final consonants (k → k)
reordered

Figure 4: Examples of patterns from the GPT-4o and
the linguist reconstructed proto-forms.

Results On the linguist reconstructed proto-
forms for the 74 cognate pairs, we find that GPT-4o
had an 85% accuracy (see Table 2). In Figure 4, we
show examples of errors that GPT-4o made on the
linguist-reconstructed proto-forms. We then used
it to generate proto-from for the 1847 cognates.

5 Experiments with Seq2Seq Models

With our curated dataset, we experiment with
Seq2Seq models in reconstructing proto-forms. We
had two test sets: (1) we used the human recon-
structed proto-forms as one test set and (2) we
split the dataset with 1847 cognates and synthe-
sized proto-forms into train, validate and test set
at an 8:1:1 ratio. We experimented with two
Seq2Seq models: mT5 (Xue et al., 2021) and
AfriTeVa (Jude Ogundepo et al., 2022). Model
training details can be found in Appendix 10.1.

Results Table 2 presents our results. We find that
mT5 significantly outperforms AfriTeVa. This is
contrary to prior work which found community-
centered models outperform generic models for
low-resourced languages (Nigatu et al., 2023). We
hypothesize this could be because mT5 is trained
on a wider range of language varieties and hence
might more easily learn the patterns in IPA format

Model Synthetic Linguist
AfriTeVa-base 8.45 12.23

mT5-base 48.40 57.74
GPT-4o - 85.0

Table 2: Accuracy performance of the model on syn-
thetic and linguist reconstructed test set. We do not
report results for GPT-4o on the synthetic dataset since
we used the model for synthesizing the data.

from the small training data we provided. While
both mT5 and AfriTeVa include Amharic in their
pre-training, we are training and testing in IPA
format hence the prior knowledge of the language
may not be as relevant. Our hypothesis is supported
by the errors in the AfriTeVa reconstructed proto-
forms which do not include the special IPA charac-
ters as compared to the linguist reconstructed proto-
forms (see Figure 5). Figure 5 also shows a few pat-
terns in sound change. For instance, we see some
words that have no change in all three languages
that are reconstructed by both Seq2Seq models
accurately. We also observe language-specific pat-
terns: Tigrinya words add /i/ phoneme at the end
when compared to the proto-form. Amharic words
omit glottal sounds /Q/ and /P/. We also observe
a shift in the /

>
ts’/ sound to /t’/ in Amharic words

while Tigrinya and Ge’ez retain the sound.

Figure 5: Examples of patterns from the two Seq2Seq
models and the linguist reconstructed proto-forms.
We observe here that AfriTeVa struggles to produce the
IPA symbols in the reconstructed proto-forms. We also
observe a few patterns, for instance, the addition of /i/
phoneme in the Tigrinya words when compared to the
proto-forms.

6 Discussion and Future Work

Using human and automated methods, our work
serves as a good starting point for the cognate iden-
tification and historical language reconstruction of
Proto-Sabaean languages. We hypothesize the high
performance of GPT-4o is because (1) it has seen a
lot of IPA representations before, even if it might
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not see our dataset, (2) it is larger and has higher
capacity than the other models. However, there are
several avenues for future work. First, the synthetic
data can not be used as a fully reliable proto-form
of the ancestral language. Rather, it serves as a
way to train the Seq2Seq models to recognize the
task of predicting proto-forms in IPA representa-
tion. Hence, the first avenue for future work would
be to have linguists reconstruct the proto-form for
the 1847 cognates. This requires resources which
we currently lack.

The performance of AfriTeVa indicates that the
model struggles to predict the special IPA sym-
bols. In this paper, we use IPA because (1) it is
how linguists perform HLR manually and (2) it
will allow us to scale to other languages like Ara-
bic in the future. For future work, we hope to run
training and prediction in the orthographic repre-
sentation of the languages (i.e. the Ge’ez script).
We hypothesize that since mT5 and AfriTeVa both
have Amharic in their pre-training data, training
on the small dataset we have in Ge’ez script might
improve performance as compared to using IPA.
Further, since all three languages are phonetic (i.e.
the words are spelled as they sound), the Ge’ez
script version of the cognates will still reflect the
sound changes.

We only looked at three out of seven of the lan-
guages in the Ethio-Semitic branch. Future work
can add data from the other languages to improve
the accuracy of the proto-language reconstruction.
This might especially be helpful in preserving some
of the languages like Arggoba which are currently
endangered6. Finally, in future work, we also hope
to add data from different dialects of the languages
which will also improve the accuracy of proto-
language reconstruction.

7 Limitations

The first limitation of our work is resources: we did
not have enough resources to get expert reconstruc-
tion of our full dataset for the proto-form recon-
struction. As a result, part of the dataset used in this
research is constructed using automated methods,
which may introduce errors. These inaccuracies
can affect the performance of the proposed model,
as the quality of machine-constructed data can vary
and potentially impact the accuracy and reliability
of the reconstruction process. Our focus in this pa-
per is not the reconstruction of the proto-forms but

6https://www.ethnologue.com/language/agj/.

rather the collection and identification of cognates.
We rely on the linguist-reconstructed proto-forms
to test the model performance and report on pat-
terns we observed on that test set. Additionally,
we only had three of the seven languages from the
Ethio-Semitic branch. For future work, we hope to
include data from the other languages.

8 Ethics Statement

This research includes the use of synthetic data.
We try to minimize potential negative impacts by
(1) using only human-reconstructed proto-forms to
make claims about patterns in language change, (2)
not openly releasing the synthetic data but rather
releasing it only for research purposes with the
proper declarations. We hope this work will inspire
support and collaboration for access to resources
that would help in having expert reconstruction
of proto-form for the full dataset. Additionally,
language is a sensitive cultural artifact. To mini-
mize the potential misrepresentation of languages,
we have worked with native speakers to verify the
words we extracted from the three-way dictionary.
We find that there are dialect differences that would
lead to different words. We acknowledge this lim-
itation and hope to address it in future work by
collecting data from the different dialects to ensure
representation.
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Parameter Value
training_batch_size 32
eval_batch_size 8

epochs 100
learning_rate 1e-4

lora_rank 4
lora_dropout 0.01
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Table 3: Hyperparamters for training mT5 and
AfriTeVa models.
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10 Appendix

10.1 Model Paramteres

In this section, we provide the parameter details
for the models we trained. Due to GPU constraints,
we used LORA(Hu et al., 2021) for a parameter-
efficient fine-tuning. We used the same hyperpa-
rameters for both mT5 and AfriTeVa. We experi-
mented with a few learning rates [1e-4, 1e-5, 3e-4]
and settled on 1e-4. See Table 3 for hyperparameter
values.

10.2 Languages of Study

Ge’ez is an ancient Semitic language currently
used in Ethiopian and Eritrean Orthodox churches.
It belongs to the North Ethio-Semitic branch
of the Afro-Asiatic language family. Linguisti-
cally, Ge’ez is distinguished by its Ge’ez script
an ‘Abugida’ writing system where each sym-
bol represents a consonant-vowel combination.

This script has also been adapted to write other
Ethiopian and Eritrean languages like Amharic and
Tigrinya (Huehnergard et al., 2013; Hetzron et al.,
2018).

Tigrinya is one of the official languages of
Ethiopia and Eritrea and is spoken by 9.7 million
people7 in total across the two countries and their
diasporas. Tigrinya uses the Ge’ez Script. Within
the Tigrinya alphabet, there are 35 consonants and
7 vowels in the writing system (EKI Archive, n.d.).

Amharic is one of the official languages of
Ethiopia, spoken by over 33.7 million people as
a first language and 25.1 million as a second lan-
guage according to the Central Statistical Agency
of Ethiopia. Amharic also uses the Ge’ez script
with an alphabet containing 32 consonants and 7
vowels. Amharic has undergone profound changes
in its phonetic character: the laryngals have been
reduced to ‘h’ sound and the glottal stop is rare
now.

10.3 Automatic Cognate Identification
Methods

Turchin (Peter et al., 2010) (also called Con-
sonant Class Matching(CCM) approach ( follow-
ing Dolgopolsky (1964) early idea to assume that
words with two matching consonant classes would
likely be cognate)) was proposed by Peter et al.
(2010). In this method, the consonants of the
words are converted to one of 10 possible conso-
nant classes. The idea of consonant classes (also
called sound classes) was proposed by Dolgopol-
sky, who stated that certain sounds occur more
frequently in a correspondence relation than oth-
ers and could therefore be clustered into classes of
high historical similarity. In the approach by (Peter
et al., 2010), two words are judged to be cognate,
if they match in their first two consonant classes.

Sound Class Algorithm (SCA) (List, 2010) uses
a threshold-based clustering algorithm and em-
ploys distance scores derived from the Sound-Class
Based Alignment (SCA) method. This method for
pairwise and multiple alignment analyses uses ex-
panded sound class models along with detailed
scoring functions as its basis. In contrast to previ-
ous alignment algorithms, the SCA algorithm takes
prosodic aspects of the words into account and is

7https://en.wikipedia.org/wiki/Tigrinya_
language#cite_note-E27-1.
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also capable of aligning within morpheme bound-
aries, if morpheme information is available in the
input data.

LexStat (List, 2012) method is based on flat UP-
GMA clustering, but in contrast to the SCA method,
it uses language-specific scoring schemes which
are derived from a Monte-Carlo permutation of the
data. This permutation, by which the word lists of
all language pairs are shuffled in such a way that
words denoting different meanings are aligned and
scored, is used to derive a distribution of sound-
correspondence frequencies under the assumption
that both languages are not related. The permuted
distribution is then compared with the attested dis-
tribution, and converted into a language-specific
scoring scheme for all language pairs. Using this
scoring scheme, the words in the data are aligned
again, and distance scores are derived which are
then used as the basis for the flat cluster algorithm.

10.4 GPT-4o Prompt

The demonstration examples used for proto-form
reconstruction with GPT-4o in section 4.3 are pre-
pared as follows:

• Sampled 11 sequences, each containing
‘lang1’, ‘lang2’, ‘lang3’, and their correspond-
ing ‘proto’ forms.

• Constructed input-output
pairs for each sequence as
(x1, f(x1)), (x2, f(x2)), . . . , (xm, f(xm)),
where xi represents a sequence in ‘lang1’,
‘lang2’, and ‘lang3’, and f(xi) represents the
corresponding ‘proto’ form.

10.5 Data Sharing Statement

The main goal of this paper is to create a dataset of
cognates for the historical language reconstruction
of Proto-Sabaean languages. As such we intend
to release the data with proper licences. We in-
tend to make the cognate set data and the linguist-
reconstructed cognates freely available for research
purposes. We hope this effort will initiate more
work in these languages and garner support to
collect better quality and quantity data for these
languages. To avoid misuse and improper uti-
lization (for instance, discouraging collection of
human-verified data), we will release the synthetic
data for research purposes upon request and with
proper declarations. We want to emphasize the
labor that linguists afford to historical language

reconstruction should be rewarded and that we
do not make claims synthetic data can replace
their efforts. All data and code will be released
at https://github.com/ellenites/HLR.

https://github.com/ellenites/HLR
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