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Abstract

Evaluating automatic paraphrase production
systems is a difficult task as it involves, among
other things, assessing the semantic proximity
between two sentences. Usual measures are
based on lexical distances, or at least on seman-
tic embedding alignments. The rise of Large
Language Models (LLM) has provided tools to
model relationships within a text thanks to the
attention mechanism. In this article, we intro-
duce ParaPLUIE (ParaPhrase, Llm Used for
Improved Evaluation), a new measure based on
a log likelihood ratio from an LLM, to assess
the quality of a potential paraphrase. This mea-
sure is compared with usual measures on two
known by the NLP community datasets prior to
this study. Three new small datasets have been
built to allow metrics to be compared in differ-
ent scenario and to avoid data contamination
bias. According to evaluations, the proposed
measure is better for sorting pairs of sentences
by semantic proximity. In particular, it is much
more independent to lexical distance and pro-
vides an interpretable classification threshold
between paraphrases and non-paraphrases.

1 Introduction

In the field of automatic generation of paraphrases,
plenty of definitions of paraphrases have been pro-
posed (Mel’čuk, 1997; Barzilay and McKeown,
2001; Sekine, 2005; Zhao et al., 2009; Fabre et al.,
2021). All those definitions point the importance
of meaning conservation, that is inherently an am-
biguous concept.

Despite this, paraphrase generation systems need
semantic measures to be trained or evaluated. Usu-
ally, metrics work either with lexical matching
(Papineni et al., 2002) or embedding matching
(Zhang et al., 2020). By design, lexical matching
approaches struggle to reconcile simple transfor-
mations like synonym replacement (Banerjee and
Lavie, 2005). Moreover, they have difficulties to
reject sentences with an opposed meaning if they

are lexically close. On the other hand, metrics that
use semantic embedding matching, are laid on sub-
phrasal alignments without taking into account a
global view of sentences. These two points have
been highlighted by Zhang et al. (2019) and have
led to the construction of PAWS dataset.

The TRANSFORMER architecture (Vaswani et al.,
2017) and the emergence of Large Language Mod-
els have brought many advances in the area of
natural language processing. Specifically, the self-
attention mechanism can capture semantic relations
in a large context. Chen et al. (2023) have demon-
strated that an LLM is capable of scoring the qual-
ity of reference-free sentences.

Our main contributions detailed in this paper are:
(1) a new semantic metric for paraphrase classi-
fication, ParaPLUIE (ParaPhrase, Llm Used for
Improved Evaluation), based on an LLM and its
output perplexity, (2) a deep analysis of usual met-
rics performances on a semantic proximity task, (3)
three new human labeled datasets of paraphrases
and non-paraphrases to evaluate metrics.

The paper is organized as follows. First, metrics
usually used to classify paraphrases are summed
up in section 2. A novel automatic metric dedi-
cated to semantic proximity, named ParaPLUIE,
is proposed in section 3. The reference evaluation
datasets are then described in section 4, including
three new datasets of human labeled paraphrases.
State of the art metrics are evaluated together with
ParaPLUIE in section 5. It should be noted that,
despite their variety, automatic metric scores seem
correlated to the edit distance (i.e LEV. distance),
which is not the case for ParaPLUIE.

2 Metrics

Metrics usually used to evaluate meaning conser-
vation between two sentences can be split into two
main groups: one that involves metrics measuring
how much the lexical structure is similar between
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two sentences, thanks to a lexical distance, whereas
the other involves metrics estimating the semantic
proximity between two sentences, thanks to embed-
ding matching.

2.1 Lexical structure based ones

In the first group, we can include the Levenshtein
distance (LEV.) (Levenshtein, 1965), BLEU (Pa-
pineni et al., 2002) and METEOR (Banerjee and
Lavie, 2005).

LEV. gives a measurement of differences be-
tween two character strings. This metric counts the
minimum number of deletions, insertions and re-
placements of characters, required to transform one
string into another. As the considered strings be-
come longer, the LEV. distance increases, it is then
generally normalised by the longest string length.

BLEU has been designed to assess the translation
quality. It consists in computing the n-gram overlap
between a candidate and a reference sentence as
well as a brevity penalty. Usually, n-grams up to
4 words long are considered. In this paper, we use
the Torchtext1 implementation of BLEU with the
default settings.

METEOR echoes the design of BLEU, calculat-
ing a harmonic mean of the uni-gram precision and
recall between the hypothesis and the source. More-
over, METEOR considers a synonym matching to
compute its score. METEOR has shown a better
correlation with human judgement than BLEU.

It might be argued that, if two sentences have
a close lexical structure, they are more likely to
be paraphrases. This is why, even if it does not
seem adequate, lexical metrics can be used to as-
sess if two sentences share a common meaning.
The weakness of this argument is that, even if two
sentences share a common structure, they can con-
vey a different meaning like these two sentences:
"The cat is alive" and "The cat was alive".

2.2 Semantic proximity based ones

To address the issue of sentences with common
structure but different meaning or the opposite, a
research effort has been made to create another
group of metrics. These metrics rely on semantic
distances and use token embeddings to symbolize
words inside an LLM. In this second group, we can
include BERTscore (Zhang et al., 2020) and ParaS-
core (Shen et al., 2022).

1https://pytorch.org/text/stable/data_metrics.
html

BERTscore is a score of similarity between each
token embeddings of a candidate (here named hy-
pothesis) and a source. Its definition is based on
the following assumption: if a pairing between two
sentences exists such that all embeddings that form
them are close, then their meaning is close. In the
experiments, we use the BERT base uncased model
(Devlin et al., 2019) from Hugging Face2.

Shen et al. (2022) point out that, while lexical
distance between two sentences increases, the per-
formance of metrics decreases. To deal with this
issue, they propose ParaScore, a metric that ex-
tends BERTscore by including the normalized LEV.
distance to determine a similarity score.

It is important to note that semantic similarity
metrics take into account a word to word matching,
without considering higher level semantic relations.
This carries a risk concerning the quality of classi-
fication of paraphrases.

3 ParaPLUIE

Usual metrics are focused on lexical proximity, or
at best on token embedding alignments. As a result,
their capacity to catch complex relations between
sentences is limited. Recently, the TRANSFORMER

architecture, thanks to the self-attention mechanism
(Vaswani et al., 2017), has demonstrated that, it is
possible to more effectively consider the internal
relationships within a text.

LLMs are intended to model the probabilities as-
sociated to a token, knowing the previous ones. It
is thus possible to compare two similar sequences,
to calculate a class belonging degree, while consid-
ering intricate and subtle relations inside sentences.

We propose ParaPLUIE, a novel semantic prox-
imity metric, relying on a learnt probabilistic model
of an LLM. ParaPLUIE is defined as the log likeli-
hood ratio of “yes” versus “no” knowing a template
(Tpl, see section 3.1) filled with the source S sen-
tence to paraphrase and the evaluated hypothesis
H, i.e:

ParaPLUIE(S,H) = log

(
p (yes|Tpl(S,H))

p (no|Tpl(S,H))

)

The intuition behind ParaPLUIE comes from
the fact that LLM are able to criticize sentences
while generating. In that case, their surprise on
the appearance of a token can be used as a metric.

2https://huggingface.co/spaces/
evaluate-metric/bertscore

https://pytorch.org/text/stable/data_metrics.html
https://pytorch.org/text/stable/data_metrics.html
https://huggingface.co/spaces/evaluate-metric/bertscore
https://huggingface.co/spaces/evaluate-metric/bertscore
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A positive score is given to a couple of sentences
if the system estimates that they are likely to be
paraphrases. On the opposite, the system gives a
negative score when it estimates that they are not
paraphrases. This property helps the interpretation
of results unlike other scoring metrics because it
creates a natural threshold decision at zero. This
score is a real value whose range depends on the
learnt probabilistic model.

3.1 Templates

A template is a prompt that is filled with sentences
to evaluate. In the following, we note S as the
source sentence and H as a candidate paraphrase of
S. The template mimics a dialog with a user and an
assistant. This is because the model used in these
experiments is a fine-tuned LLM, learnt to work as
a conversational agent. We consider three different
templates in our experiments.

3.1.1 Template: DIRECT

This naive template directly explains the intended
task and the expected output format to the model.

TplDirect(S,H) :
(user): You will receive two sentences A and B. Do
these two sentences mean the same thing? Answer
with only one word "yes" or "no".
(assistant): Please provide the sentences for me
to evaluate.
(user): A: "S"; B: "H"

3.1.2 Template: INDIRECT

(Qiao et al., 2023) points out that using a chain of
thoughts may help the LLM to answer correctly.
In other words, letting an LLM generate context
or explanations about a question makes it more
likely to be right in its answer. Inspired from this,
this template involves a generation step, which we
denote E. First, the model generates its answer,
then we request a one word summary.

TplIndirect(S,H) :
(user): You will receive two sentences A and B. Do
these two sentences mean the same thing?
(assistant): Please provide the sentences for me
to evaluate.
(user): A: "S"; B: "H"
Generation −→ E
(assistant): E
(user): Summarize your answer with only one
word "yes" or "no".

3.1.3 Template: FS-DIRECT
Numerous studies have shown that a few-shots ap-
proach helps LLMs to give an accurate answer
(Rios and Kavuluru, 2018; Brown et al., 2020;
Chung et al., 2024). We use an improved ver-
sion of the DIRECT template which contains few
examples of the task. These examples were gen-
erated using an LLM and were labeled by three
experts. We have intentionally picked examples
where ParaPLUIE with the DIRECT template
made scoring errors. More precisely, we have cho-
sen examples for which the associated score was
likely to classify them as paraphrase, while they
are non-paraphrases and reciprocally. We have also
picked some examples where the model was right
with it prediction. The complete template is avail-
able in A.4.

3.2 Practical computation

To compute the prediction score with ParaPLUIE,
we evaluate the ratio between the probability that
the template is followed by the “yes” token and
the probability that the template is followed by the
“no” token. As the two templates differ by only
one token (“yes” or “no”), we can reformulate the
equation using perplexities. This is convenient as
the perplexity reflects the model “surprise” for the
token prediction.

ParaPLUIE(S,H) = log

(
p (yes|Tpl(S,H))

p (no|Tpl(S,H))

)
= log

(
ppl (Tpl(S,H) ◦ no)T+1

ppl (Tpl(S,H) ◦ yes)T+1

)

where T is the number of tokens that made up the
template and “◦” a text concatenation operator.

Moreover, as LLMs are trained by using the per-
plexity as a loss function, we can use it directly.
Then, the metric equation becomes:

ParaPLUIE(S,H) = (T + 1)×
(lossLLM (Tpl(S,H) ◦ no)− lossLLM (Tpl(S,H) ◦ yes))

The figure 1 illustrates the workflow of
ParaPLUIE.

Figure 1: Illustration of ParaPLUIE workflow.
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MRPC PAWS MCPG LLM HC
yes no yes no yes no yes no yes no

LEV. ↓ 0.38 0.51 0.20 0.32 0.22 0.50 0.49 0.55 0.45 0.36
±0.16 ±0.13 ±0.15 ±0.15 ±0.19 ±0.22 ±0.17 ±0.16 ±0.20 ±0.24

BLEU ↑ 0.40 0.28 0.62 0.49 0.56 0.20 0.24 0.18 0.18 0.24
±0.21 ±0.18 ±0.18 ±0.19 ±0.35 ±0.28 ±0.20 ±0.18 ±0.26 ±0.31

METEOR ↑ 0.69 0.56 0.91 0.88 0.84 0.47 0.64 0.54 0.59 0.60
±0.14 ±0.15 ±0.06 ±0.07 ±0.20 ±0.29 ±0.18 ±0.20 ±0.24 ±0.28

BERTscore ↑ 0.82 0.74 0.94 0.91 0.92 0.71 0.82 0.76 0.80 0.77
±0.07 ±0.08 ±0.04 ±0.04 ±0.11 ±0.16 ±0.08 ±0.11 ±0.11 ±0.13

ParaScore ↑ 0.83 0.76 0.92 0.92 0.90 0.73 0.82 0.76 0.80 0.77
±0.07 ±0.08 ±0.04 ±0.04 ±0.11 ±0.16 ±0.08 ±0.11 ±0.11 ±0.13

ParaPLUIE 20.02 4.41 22.04 12.80 21.83 −3.56 23.84 16.44 19.94 −10.10
DIRECT ↑ ±8.94 ±15.43 ±6.65 ±13.46 ±6.47 ±13.05 ±5.27 ±13.81 ±10.58 ±10.93

ParaPLUIE 14.71 −2.61 18.33 6.96 18.29 −9.86 19.07 10.91 13.53 −11.94
INDIRECT ↑ ±12.79 ±14.88 ±9.59 ±16.09 ±9.58 ±8.78 ±8.07 ±14.84 ±14.33 ±7.64

ParaPLUIE 5.00 −4.89 9.10 −3.82 9.50 −10.48 10.16 4.05 6.87 −12.79
FS-DIRECT ↑ ±7.92 ±8.30 ±7.36 ±10.38 ±6.87 ±6.67 ±7.02 ±11.19 ±9.82 ±5.35

Table 1: Average scores and standard deviation of each measure on each corpus. Datasets have been split according
to the hypothesis sentence label: yes, for a paraphrase or no. The ↑ is associated to a metric where the higher the
score is, the closer the sentences are to each other. The ↓ sign means the opposite.

In our experiments, we use the MISTRAL 7B In-
struct v0-23 version of MISTRAL, in half-precision
configuration. This one is a medium size language
model with 7 billion parameters. It is based on
the TRANSFORMER architecture and uses a sliding
attention window to reduce computing costs. The
dataset used for its training is not disclosed. With
this configuration, the model needs approximately
15 GB of memory. We have conducted our experi-
ments on a computer equipped with a Nvidia RTX
4090 GPU. The code is released as supplementary
material.

4 Datasets

Evaluating automatic metrics on sentence to sen-
tence semantic proximity involves using datasets
of labeled paired sentences as paraphrases/not para-
phrases. Optimally, for assessing the relevance
of metrics in challenging cases, labeled pairs as
non-paraphrases should be lexically or semantically
close (without being considered as paraphrases by
a human).

The table 2 summarizes the size and distribution
of paraphrases/non-paraphrases in each corpus.

4.1 Reference datasets

Our choice thus settled on two English corpora:
MRPC (Dolan and Brockett, 2005) which includes
examples of semantic inference (but asymmetric),
PAWS (Zhang et al., 2019) designed to fool lexical
metrics. Although these corpora are not without

3https://huggingface.co/mistralai/
Mistral-7B-Instruct-v0.2

Size
Repartition

P. Not P.
MRPC 5 801 3900 : 67% 1901 : 33%
PAWS 8 000 3539 : 44% 4461 : 56%
MCPG 146 101 : 69% 45 : 31%
LLM 578 457 : 79% 121 : 21%
HC 200 100 : 50% 100 : 50%

Table 2: Distribution of couple for each corpus accord-
ing to their labels. Size denotes the number of couples in
each dataset. Couples labeled as paraphrase are denote
by P. and non-paraphrases by Not P.

flaws, they are often used by the community (De-
vlin et al., 2019; Reimers and Gurevych, 2019;
Fabre et al., 2021). Thus, they will serve as refer-
ences.

4.1.1 MRPC
The MRPC (MS-SSLA licence) dataset used in this
paper is available on HuggingFace4. This dataset
has been generated automatically from a large cor-
pus of newspapers organized by themes. During
the labeling, the procedure was the following: for
each couple of sentences, two evaluators have been
asked if the pair can be considered as semantically
equivalent. They were constrained to answer only
by yes or no. In case of disagreement, a third evalu-
ator answers with the same guideline. This dataset
is mostly composed of entailments. Here is a char-
acteristic example of non-paraphrase entailment

4https://huggingface.co/docs/datasets/v1.13.0/
about_dataset_features.html?highlight=mrpc

https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
https://huggingface.co/docs/datasets/v1.13.0/about_dataset_features.html?highlight=mrpc
https://huggingface.co/docs/datasets/v1.13.0/about_dataset_features.html?highlight=mrpc
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from MRPC: “Last year, Bush appointed him to
the Homeland Security Advisory Council.” and
“He has also served on the president’s Homeland
Security Advisory Council.”.

4.1.2 PAWS
PAWS has been generated in a semi-automatic man-
ner by word swapping and reverse translation. For
each generated couple, 5 humans have labeled the
couple as paraphrases or non-paraphrases. PAWS
has been designed to be a challenge for automatic
paraphrase classification systems. Indeed, gener-
ating sentences by word swapping often creates
non-paraphrases, while maintaining a close lexical
distance with the source sentence. Here is a typi-
cal example of non-paraphrase couple from PAWS:
“flights from New York to Florida” and “flights from
Florida to New York”.

4.2 New datasets
MRPC and PAWS are known datasets and the train-
ing data of MISTRAL is not disclosed. Since they
could have been used to train MISTRAL, to avoid
poisoning bias, we use three unpublished datasets:
MCPG dataset, LLM generated dataset and HC
dataset. They are provided as supplementary mate-
rial.

4.2.1 MCPG dataset
The MCPG dataset contains sentences generated
by Monte-Carlo Tree Search algorithm using statis-
tical paraphrase generation framework (paraphrase
tables with pivot language, . . . ) (Fabre et al., 2021).
Couples are evaluated by at least three judges on
syntactic quality and semantic equivalence. The
majority vote is used to defined a label. In case of
equality, the couple is discarded. Not syntactically
correct sentences are also discarded.

Here is a typical example of non-paraphrase cou-
ple from MCPG: “a very old and rusted train
parked on the tracks.” and “a very old and dirty
train is parked in the grass.”.

4.2.2 LLM generated dataset
To build the LLM generated dataset we used MIS-
TRAL (Jiang et al., 2023) and LLAMA2 (Touvron
et al., 2023) to generate paraphrases. These two
models have not been fine-tuned to generate para-
phrases. Source sentences are randomly picked
up from PAWS and MRPC sets. Two prompt tem-
plates are used for MISTRAL and one for LLAMA2.
Moreover, to create diversity, and be more likely
to generate non-paraphrases, a vulgar template has

been designed. As LLAMA2 refuses to generate
with this template, it was only used with MISTRAL.

Hypothesis paraphrases generated with this tem-
plate contain a wider range of vocabulary. This is
highlighted by their mean LEV. scores in table 1.
Each sentence pairs created has been classified as
paraphrase or non-paraphrase by at least one hu-
man judge. It is interesting to note that LLMs seem
capable to generate paraphrases, and most of the
times very good paraphrases.

Here is an example of a non-paraphrase: “Trad-
ing volume was incredibly light at 500.22 million
shares, below an already thin 611.45 million ex-
changed at the same point Thursday.” and “The
trading volume was significantly lower than usual
on this day, with only 500.22 million shares ex-
changed compared to 611.45 million shares traded
at the same time the previous day.”

Details for reproducibility – prompts used and
evaluation guidelines – are provided in appendix
A.2 and A.3. The annotated corpus is provided as
supplementary material.

4.2.3 HC dataset
The HC dataset has been handmade by two experts.
Source sentences have been randomly generated
and often adapted to be possible to be paraphrased.
All paraphrases and non-paraphrases have been
written by one expert. The second one has read
every couple to assess its correctness. This dataset
has been designed to contain couples that are obvi-
ous for human but tricky for metrics. Half couples
of the dataset are questions.

Here is a typical example of a non-paraphrase
sentence couple: “He can’t take the joke.” and “He
can’t take the joker.”. This is a typical example of
paraphrase question couple: “How does it feel to
be pregnant?” and “How does it look to have a bun
in the oven?”.

5 Experiments & Results

The experiment aims to evaluate each metrics on
all introduced datasets and to compare them. To
do so, we compute a score with each metric for
every couple (of paraphrases or non-paraphrases)
from all corpora. Following the notation from 3.1,
we note the source sentence S and the associated
candidate paraphrase H. As there is no other ref-
erence to compare H, our evaluation takes place
in a reference-free context. Couples are labeled as
paraphrase or non-paraphrase by a human judge,
so we consider these data as gold.
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Results are then analysed to understand the
strengths and the weaknesses of ParaPLUIE and
other metrics. We first consider the score distri-
bution, then look upon the metric accuracy (with
F1, recall and precision) and the a posteriori deci-
sion threshold which maximizes the accuracy. To
supplement, we discuss about the correlation of all
metrics with the edit distance (i.e LEV. distance).

5.1 Score distribution
Our first analysis is on the score distribution. Ta-
ble 1 presents the mean and standard deviation for
each metric on all corpora. We can observe that the
mean edit distance, is the lowest on PAWS dataset
and the highest on the LLM generated. We can
also observe that the mean edit distance between
couples labeled as paraphrase and non-paraphrase,
in the MCPG dataset, is important. Since the con-
tent of datasets seems different, according to the
edit distance, this offers us a broad overview of
different paraphrases/non-paraphrases.

We can point out that mean scores of every met-
rics, excluding ParaPLUIE, strongly overlap. This
can be explained by the deliberately misleading
nature of the corpora considered in this experi-
ment. We can observe that, ParaPLUIE mean
scores, on paraphrase pairs, overlap less on non-
paraphrase scores. Moreover, the mean scores of
non-paraphrases are always lower than the para-
phrases’ ones.

5.2 Metric accuracy and threshold
Following the distribution analysis, let us now look
at the best accuracy of each metric on each dataset
and their according information (F1, recall, preci-
sion and decision threshold).

We process an a posteriori analysis by consid-
ering a classification threshold. Sentence couples
with a score under a given threshold are labeled
non-paraphrases whereas others are labeled para-
phrases. This classification is then compared with
the ground truth. To determine the optimal deci-
sion threshold, we compute the accuracy on each
possible threshold. The best a posteriori thresh-
olds, with associated information, are reported ta-
ble 3. We also provide results for the a priori
ParaPLUIE’s threshold of 0 to investigate its per-
formances among the corpora.

In order to have a corpus with several types
of sentence couples, the Mixed Balanced Dataset
(MBD) is introduced in table 3. It is a balanced
mix composed from all introduced corpora. It con-

tains half paraphrases and half non-paraphrases:
for every label, 45 couples are randomly picked
from each dataset. The results are the means of
100 draws of this dataset and the 95% confidence
score. Performances on MBD allow to evaluate the
robustness of the metrics among different kind of
corpus. Indeed, an a posteriori best threshold for a
corpus could be a bad threshold for another one.

In table 3, we can notice, as expected, that a
good threshold for a corpus is not applicable on
another one, excepted for ParaPLUIE. Moreover,
BERTscore is not performing well on PAWS corpus,
as explained by Zhang et al. (2020). We can also
observe that choosing a threshold common to all
datasets for a given metric significantly reduces its
performance. This indicates that metrics struggle
to correctly classify paraphrases and they are not
resilient.

By focusing on the results of the different
ParaPLUIE templates, we can see that their ac-
curacy is significantly higher than others metrics
on all datasets, except for the LLM corpus. Our
assumption is that LLM for generation and LLM
for evaluation share the sames flaws.

ParaPLUIE FS-DIRECT seems to be the best
template since it provides the best accuracy and the
best F1 overall. Its best a posteriori threshold on
MBD is really close to zero. This is convenient
because it follows the inherent natural threshold of
ParaPLUIE.

Surprisingly, we can notice that the LEV. dis-
tance is not struggling much. Obviously LEV. is
not a good metric for semantic evaluation. Since
the scores obtained by others metrics and LEV. are
close, ones can wondering if they are correlated.
However ParaPLUIE may have a different behav-
ior. This point is addressed in the following section.

5.3 Correlation with edit distance
To confirm our previous assumption, the Pearson
correlation between metrics and edit distance is pre-
sented in table 4. It is focused on correlation inside
each class – paraphrase/non-paraphrase. Indeed,
the extent of belonging to a category should be re-
lated to semantic distance and not lexical distance.
Undoubtedly, other metrics than ParaPLUIE are
correlated with the edit distance. This is a concern
because the semantic proximity estimation among
two sentences should not be guided by the edit
distance that separates them. The PAWS exam-
ple presented in section 4.1.2 of non-paraphrase
highlights this very well. We can observe that, all
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MRPC PAWS MCPG LLM HC MBD

Lev

Threshold 0.52 0.12 0.60 0.87 0.80 0.39 ±0.01

Acc. 0.69 0.70 0.79 0.79 0.51 0.61 ±0.00

F1 0.78 0.55 0.86 0.88 0.67 0.61 ±0.01

Recall 0.81 0.41 0.95 1.00 1.00 0.61 ±0.02

Precision 0.75 0.84 0.79 0.79 0.50 0.62 ±0.00

Bleu

Threshold 0.00 0.67 0.53 0.00 0.00 0.44 ±0.02

Acc. 0.67 0.67 0.76 0.79 0.50 0.61 ±0.00

F1 0.80 0.54 0.80 0.88 0.67 0.56 ±0.01

Recall 1.00 0.47 0.71 1.00 1.00 0.50 ±0.02

Precision 0.67 0.69 0.79 0.79 0.50 0.65 ±0.01

Meteor

Threshold 0.52 0.92 0.72 0.26 0.38 0.66 ±0.01

Acc. 0.73 0.59 0.83 0.80 0.54 0.62 ±0.00

F1 0.81 0.53 0.88 0.88 0.64 0.65 ±0.00

Recall 0.87 0.51 0.85 0.98 0.80 0.70 ±0.01

Precision 0.76 0.54 0.90 0.81 0.53 0.61 ±0.00

BertScore

Threshold 0.73 0.96 0.76 0.61 0.76 0.79 ±0.01

Acc. 0.73 0.64 0.84 0.80 0.57 0.64 ±0.00

F1 0.82 0.48 0.89 0.89 0.59 0.68 ±0.00

Recall 0.88 0.38 0.92 0.99 0.63 0.77 ±0.01

Precision 0.76 0.68 0.86 0.80 0.56 0.62 ±0.00

ParaScore

Threshold 0.74 1.00 0.82 0.61 0.77 0.82 ±0.00

Acc. 0.72 0.56 0.82 0.80 0.56 0.64 ±0.00

F1 0.80 0.00 0.87 0.89 0.59 0.66 ±0.00

Recall 0.86 0.00 0.87 0.99 0.62 0.72 ±0.01

Precision 0.75 0.40 0.87 0.80 0.56 0.62 ±0.00

ParaPLUIE
DIRECT

Threshold 8.76 0 22.84 0 10.21 0 12.42 0 8.57 0 17.94 ±0.58 0
Acc. 0.78 0.78 0.69 0.56 0.90 0.90 0.83 0.82 0.90 0.90 0.77 ±0.00 0.73 ±0.00

F1 0.85 0.85 0.69 0.66 0.93 0.93 0.90 0.89 0.90 0.90 0.79 ±0.00 0.78 ±0.00

Recall 0.89 0.93 0.77 0.97 0.94 0.97 0.97 0.98 0.88 0.91 0.88 ±0.01 0.95 ±0.00

Precision 0.81 0.78 0.62 0.50 0.92 0.89 0.84 0.82 0.93 0.89 0.72 ±0.00 0.66 ±0.00

ParaPLUIE
INDIRECT

Threshold −8.26 0 19.10 0 −7.76 0 −11.90 0 −9.12 0 5.52 ±1.85 0
Acc. 0.78 0.76 0.65 0.64 0.92 0.89 0.81 0.80 0.87 0.83 0.76 ±0.00 0.75 ±0.00

F1 0.84 0.82 0.69 0.69 0.95 0.92 0.89 0.88 0.88 0.81 0.78 ±0.00 0.77 ±0.00

Recall 0.88 0.79 0.86 0.90 0.97 0.88 0.98 0.93 0.89 0.72 0.85 ±0.01 0.84 ±0.00

Precision 0.81 0.85 0.57 0.55 0.92 0.96 0.82 0.84 0.86 0.94 0.72 ±0.00 0.72 ±0.00

ParaPLUIE
FS-DIRECT

Threshold −3.25 0 5.53 0 −2.02 0 −7.53 0 −5.70 0 1.29 ±0.51 0
Acc. 0.76 0.75 0.77 0.75 0.91 0.90 0.81 0.79 0.89 0.86 0.79 ±0.00 0.77 ±0.00

F1 0.82 0.80 0.75 0.76 0.93 0.92 0.88 0.87 0.89 0.85 0.80 ±0.00 0.79 ±0.00

Recall 0.83 0.77 0.79 0.88 0.93 0.88 0.94 0.91 0.86 0.78 0.84 ±0.01 0.84 ±0.00

Precision 0.82 0.84 0.71 0.66 0.94 0.97 0.83 0.83 0.92 0.94 0.76 ±0.00 0.74 ±0.00

Table 3: F1, recall, precision and associate threshold of each metrics on every datasets, according to their best
classification accuracy. Best accuracy’s is in orange, F1 in blue, recall in black and precision in violet.

ParaPLUIE’s templates are less correlated with
the edit distance. This observation is also illus-
trated by figure 2. More precisely, BERTscore, ParaS-
core and METEOR scores are linked to the edit
distance and they are not able to create clusters
of paraphrases/non-paraphrases. On the opposite,
different ParaPLUIE’s templates are clearly less
correlated and are able to cluster sentence pairs.
We can regret that many false positives are in the
paraphrase clusters of the templates DIRECT and
INDIRECT. The ParaPLUIE FS-DIRECT makes
less false positive and false negative errors. It is
interesting to point out that, between the two clus-
ters made by ParaPLUIE FS-DIRECT we can
notice an area of uncertainty. The closer the score
is to zero, the less the system is certain to classify

the hypothesis sentence. This is a really attrac-
tive property as it enhances the natural dynamic of
the measure. In other words, the higher the score
of a hypothesis sentence is, the higher we can be
confident in the classification and vice versa.

6 Conclusion

We propose ParaPLUIE, a new metric for evalu-
ating semantic proximity between two sentences.
ParaPLUIE is relying on a learnt probabilistic
model of LLM. It is designed to return scores
that can be directly interpreted thanks to its nat-
ural threshold. We have conducted experiments
with various templates for ParaPLUIE on several
English paraphrase corpora. We have created two
new paraphrase corpora and use one not publicly
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MRPC PAWS MCPG LLM HC
yes no yes no yes no yes no yes no

BLEU −0.67 −0.60 −0.66 −0.57 −0.83 −0.84 −0.59 −0.64 −0.66 −0.71
METEOR −0.63 −0.57 −0.45 −0.47 −0.75 −0.85 −0.53 −0.59 −0.66 −0.87
BERTscore −0.72 −0.63 −0.61 −0.55 −0.77 −0.86 −0.63 −0.63 −0.80 −0.79
ParaScore −0.56 −0.54 −0.10 −0.23 −0.64 −0.84 −0.56 −0.56 −0.74 −0.68
ParaPLUIE DIRECT −0.08 −0.14 −0.07 −0.02 −0.06 −0.23 −0.00 −0.13 0.01 0.04
ParaPLUIE INDIRECT −0.13 −0.15 −0.04 −0.02 −0.13 −0.09 −0.04 −0.13 −0.10 0.04
ParaPLUIE FS-DIRECT −0.17 −0.15 −0.05 −0.13 −0.17 −0.25 −0.08 −0.22 0.00 −0.06

Table 4: Pearson correlation coefficients between evaluated metrics and the edit distance for each corpus and each
class. Emphasis is placed on the weakest correlations.

(a) BERTscore (b) ParaPLUIE DIRECT

(c) METEOR (d) ParaPLUIE INDIRECT

(e) ParaScore (f) ParaPLUIE FS-DIRECT

Figure 2: Score distribution of couples of all datasets in regards of the edit distance. Blue circles represent paraphrase
and non-paraphrase are represented in orange squares. BERTscore, METEOR are ParaScore are between zero and one.
For ParaPLUIE, the red line denotes the natural threshold at zero.

released to avoid poisoning bias. All of them are
human annotated and are shared with this paper.
Our experiments have shown that ParaPLUIE per-
forms better than commonly used measures. In-
teresting properties of ParaPLUIE are the inter-
pretable threshold between paraphrases and non
paraphrases, and it is marginally correlated to the
edit distance. In future works, we would like to

create Small Language Models dedicated to the
generation of paraphrases, thanks to knowledge dis-
tillation (Hsieh et al., 2023) and using ParaPLUIE
as a loss.
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7 Ethical considerations

It is important to keep in mind that, we do not
trained or fine-tuned the LLM used for ParaPLUIE.
Training could lead to better results, but that is
uncertain, as that could remove some knowledge
in the model. The best template ParaPLUIE FS-
DIRECT does not need a generation step and MIS-
TRAL is a medium size language model. For these
reasons, scoring with ParaPLUIE is not much com-
puting intensive.

Obviously, the use of a larger LLM could lead
to better results. Nevertheless we appeal to not do
that. As we live in a world of limited resources and
energy, the research effort should be put into the
adaptation and creation of small model dedicated
to this task.

8 Limitations

This section aims to discuss about other limits than
those already discussed.

Experiments in this study were lead on a limited
quantity of data. The entire PAWS corpus was not
used but only the dev subset. This is due to the high
computational cost needed to use an LLM, specifi-
cally with the ParaPLUIE INDIRECT which needs
a generation step. Results on the whole PAWS
dataset may vary.

LLAMA2 and MISTRAL, although producing
different results, are likely to be trained on very sim-
ilar data. They both have TRANSFORMER-style ar-
chitecture and have the same magnitude of weights.
Other model architecture may produce different
results.

Most sentence pairs inside the LLM dataset
made for this experiment were labeled by only one
human. Hence, inter-annotator agreement is not
available. This corpus turns out to be highly unbal-
anced since the generation systems produce good
paraphrase overall. Moreover it appears that none
of the metrics are able to perform very well on it.

The LLM used for ParaPLUIE could have been
trained on MRPC or PAWS. This potentially data
contamination is set apart by datasets made for this
experiment.

For ParaPLUIE FS-DIRECT, since sources
sentences used to build the 6 examples are extracted
from MRPC and PAWS, they shared the “style” as
the considered corpora. Nonetheless evaluations
on other dataset present good results event if the
“style” differs.

Throughout this paper, three ParaPLUIE ver-
sions have been shown. We have tested other tem-
plates with different generation step strategies. The
prompt plays a critical role here, as small changes
in it can involve major differences in scoring. Tem-
plates versions proposed may not be optimal.
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A Appendix

A.1 Results with SBERT

As sentence-transformers (SBERT) (Reimers and
Gurevych, 2019) all-MiniLM-L6-v2 5 is the most
famous tool on Hugging Face for sentence simi-
larity with more than 45 Millions of downloads
during August 2024 we wanted to include it in
this work. Nevertheless, as it is a fine-tuned Bert
which use a cosine similarity to compute a score
and as the result with this metrics don’t differ much
than BERTscore we choose to exclude it from the
core of the paper. We report the result of sentence-
transformers in the table 5. While results are, as
expected, very similar to BERTscore, it performs bet-
ter on the HC dataset. It is also less correlated than
BERTscore with the edit distance.

A.2 Templates used to generate paraphrases
with LLM

We used two models to generate paraphrases, MIS-
TRAL and LLAMA2. Both models are fine-tuned
to work as conversational agents. The templates
mimic a dialog with a user and the assistant. Here
S denote the sentence which we want to paraphrase.
To create diversity in generated paraphrases, we
create a vulgar template. This one shows an ex-
ample of paraphrase for a vulgar sentence. We
empirically observe that, with this kind of exam-
ple the model is more inventive and tends to use a
wider range of vocabulary.

5https://huggingface.co/sentence-transformers/
all-MiniLM-L6-v2

MISTRAL naive(S) :
(user): You have to transform a sentence A
into a paraphrase B. The purpose of A to B
transformation is to maintain the original meaning
of the sentence A in B.
(assistant): I’ve understood the instructions
perfectly.
(user): A: "The little cat refreshes himself with
water every morning."
(assistant): B: "Every morning, the little cat
refreshes himself by drinking water."
(user): A: "S"

LLAMA2 naive(S) :
(system): You have to transform a sentence
A into a paraphrase B. The purpose of A to B
transformation is to maintain the original meaning
of the sentence A in B.
(user): A: "The little cat refreshes himself with
water every morning."
(assistant): B: "Every morning, the little cat
refreshes himself by drinking water."
(user): A: "S"

MISTRAL vulgar(S) :
(user): You have to transform a sentence A
into a paraphrase B. The purpose of A to B
transformation is to maintain the original meaning
of the sentence A in B. You can use offensive and
disrespectful statements.
(assistant): I’ve understood the instructions
perfectly.
(user): A: "Fuck both of you."
(assistant): B: "Go fuck yourselves."
(user): A: "S"

A.3 Details about the LLM generated
paraphrase dataset

Each judge had to self-assess his English level.
They were able to select between, poor, good, ad-
vanced and native to self-assess their confidence
in their English. To avoid bias in judgement, ev-
ery button to choose was in grey except for the
"Don’t know" option which was colored in light-
blue. To help judges, word differences between
sentences were highlighted in yellow. Addition-
ally, explanations about their task and examples of
expected responses were available at any moment.
Here are the explanations provided : "You are go-
ing to see two sentences. You are asked to estimate
the extent to which the two sentences share a com-

https://openreview.net/forum?id=SkeHuCVFDr
https://openreview.net/forum?id=SkeHuCVFDr
https://aclanthology.org/P09-1094
https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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MRPC PAWS MCPG LLM HC MBD
According to max. accuracy

95% confidence interval on MBD
Threshold 0.68 0.99 0.83 0.75 0.65 0.79 ±0.01

Acc. 0.73 0.62 0.83 0.80 0.71 0.66 ±0.00

F1 0.81 0.43 0.88 0.88 0.75 0.71 ±0.00

Recall 0.87 0.32 0.88 0.95 0.86 0.84 ±0.01

Precision 0.75 0.64 0.87 0.82 0.67 0.62 ±0.00

yes: paraphrase
no: non-paraphrase

yes no yes no yes no yes no yes no
Mean & STD. 0.83 ±0.12 0.71 ±0.15 0.97 ±0.04 0.96 ±0.05 0.91 ±0.13 0.70 ±0.19 0.89 ±0.09 0.83 ±0.12 0.80 ±0.16 0.63 ±0.21

Pears Corr. −0.41 −0.29 −0.20 −0.17 −0.66 −0.76 −0.35 −0.40 −0.40 −0.47

Table 5: Results of sentence-transformers for each corpus. The scores have been calculated like the other metrics on
the same datasets as in the main paper. Results are very similar to BERTscore. We can notice that it performs better
than BERTscore on the HC dataset. It is also less correlated than BERTscore with the edit distance.

mon meaning. To help you, the differences between
the sentences are highlighted in yellow of which
several examples are shown bellow." Here are the
examples provided:

• The cat drinks water.

• The cat eats kibble.

• Very different

• The associated actions have nothing in com-
mon even though the two sentences have the
same subject.

• The cat drinks milk.

• The cat drinks water.

• Slightly similar

• The subjects and actions are similar, but water
is not milk.

• The cat drinks water.

• The cat quenches its thirst.

• Mostly similar

• The only difference is that the first sentence
specifies the type of liquid that is being drunk.

• The cat eats the mouse.

• The mouse is eaten by the cat.

• Same meaning

• Differences linked to context interpretation in
these two sentences are too small to say that
their meaning is different.

• The cat drinks tomato soup.

• Cat tomato soup.

• Don’t know

• The second sentence doesn’t make any sense.
We can’t draw any conclusions from it.

We have generated 605 hypothetical paraphrases
with LLM from 605 source sentences. Each hy-
pothesis paraphrase has been classified by at least
one human judge. The evaluators were volunteers,
non-experts in NLP domain. The evaluation pro-
tocol was as follows. Each judge was proposed to
label up to 55 couples on a web-application (Fayet
et al., 2020) in which 5 couples were reserved for
the training trial. The training trial was the same
for all judges.

Sentence pairs have been shown one by one, one
sentence above the other. Presentation order of the
sentence pair is chosen randomly. For each pair,
judges had 5 possible answers: [Very different,
Slightly similar, Mostly similar, Same meaning,
Don’t know], presented in this order. Evaluation
guidelines with examples were also provided.

At the end of the evaluations, 276 couples have
been labeled as "Same meaning", 181 as "Mostly
similar", 93 "Slightly similar", 28 "Very different"
and 22 "Don’t know". We consider couples labeled
as "Very different" and "Slightly similar" as non-
paraphrases. "Mostly similar" and "Same meaning"
labeled couples are considered as paraphrases.
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Overall, 457 couples have been labeled as para-
phrases, 121 as non-paraphrases, 22 as indetermi-
nate and 5 have been used for the training trial
and were not taken in account. We did not include
couples labeled as indeterminate in the dataset.

A.4 Complete few shots template

TplFS-Direct(S,H):
(user): You will receive two sentences A and B. Do
these two sentences mean the same thing? Answer
with only one word "yes" or "no".
(assistant): Please provide the sentences for me
to evaluate.
(user): A: "Amrozi accused his brother, whom he
called "the witness", of deliberately distorting his
evidence ."; B: "Amrozi accused his brother, whom
he disparagingly referred to as ’the liar witness’,
of intentionally twisting his testimony."
(assistant): No
(user): A: "Pennmakkal is an Indian Malayalam
film from 1966, produced by J. Sasikumar and
directed by KP Kottarakkara."; B: "The Indian
Malayalam film ’Pennmakkal’, released in 1966,
was produced by J. Sasikumar and directed by KP
Kottarakkara."
(assistant): Yes
(user): A: "Sorkin , who faces charges of conspir-
acy to obstruct justice and lying to a grand jury ,
was to have been tried separately."; B: "Despite
being accused of conspiring to obstruct justice and
perjury, Sorkin was supposed to stand trial on his
own."
(assistant): No
(user): A: "Gilroy police and FBI agents described
Gehring as cooperative , but said Saturday that he
had revealed nothing about what had happened
to the children ."; B: "Although Gilroy police and
FBI agents reported that Gehring was cooperative
, he hadn’t disclosed any information about the
children’s whereabouts or what had happened to
them as of Saturday ."
(assistant): No
(user): A: "Whereas “e” the electric charge of
the particle and A is the magnetic vector potential
of the electromagnetic field."; B: "The electric
charge of the particle is denoted by “e”, and the
magnetic vector potential of the electromagnetic
field is denoted by ’A’."
(assistant): Yes
(user): A: "The Jidanul River is a tributary of the
Jiul de Vest River in Romania."; B: "The Jidanul
River is a mere insignificant stream that flows into

the grand Jiul de Vest River in Romania."
(assistant): No
(user): A: "S"; B: "H"

A.5 Additional results
This section aims to give a deeper look in the be-
havior of each metrics on each corpus.

A.5.1 Quality of classification - Score centered
In this section, you will find the accuracy, F1, recall
and precision score evolution of each metrics on
each dataset. The y-axis is the score range of the
metric and the x-axis is the score grant by a metric
to couples of sentences composing a dataset. Each
couples has been ranked according to it’s score.
The figures 3, 4, 5, 6, 7 and 8 respectively present
accuracy, F1, recall and precision score for each
metric for dataset Global, MRPC, PAWS, MCPG,
LLM and HC. Global denotes all corpora concate-
nated.

A.5.2 Quality of classification - Rank centered
In this section, you will find accuracy, F1, recall
and precision evolution of each metrics on each
dataset. The y-axis is the score range of the metric
and the x-axis is the rank of couples of sentences
composing a dataset according to their score grant
by metric. Each couples has been rank according
to it’s score. The figures 9, 10, 11, 12, 13 and
14 respectively present accuracy, F1, recall and
precision score for each metric for dataset Global,
MRPC, PAWS, MCPG, LLM and HC. Global de-
note all corpora concatenated.

A.5.3 Correlation with edit distance
In this section, you will find the correlation of
each metric with the edit distance on each dataset.
The y-axis is the score distribution of couples of
all datasets in regards of the edit distance in x-
axis. Blue circles represent paraphrase and non-
paraphrase are represented in orange squares. The
figures 15, 16, 17, 18, 19 and 20 respectively
present that for each metric for dataset Global,
MRPC, PAWS, MCPG, LLM and HC. Global de-
note all corpora concatenated.
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Figure 3: Global corpus
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Figure 4: MRPC Corpus
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Figure 5: PAWS Corpus
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Figure 6: MCPG Corpus
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Figure 7: LLM Corpus
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Figure 8: HC Corpus



8076

(a) BERTscore (b) LEV.

(c) METEOR (d) ParaScore

(e) BLEU (f) sentence-transformers

(g) ParaPLUIE DIRECT (h) ParaPLUIE INDIRECT

(i) ParaPLUIE FS-DIRECT

Figure 9: Global Corpus
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Figure 10: MRPC Corpus
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Figure 11: PAWS Corpus
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Figure 12: MCPG Corpus
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Figure 13: LLM Corpus
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Figure 14: HC Corpus
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Figure 15: Global Corpus
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Figure 16: MRPC Corpus
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Figure 17: PAWS Corpus
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Figure 18: MCPG Corpus
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Figure 19: LLM Corpus
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Figure 20: HC Corpus
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