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Abstract

Social media is crucial for information spread,
necessitating effective rumor detection to curb
misinformation’s societal effects. Current
methods struggle against complex propagation
influenced by bots, coordinated accounts, and
echo chambers, which fragment information
and increase risks of misjudgments and model
vulnerability. To counteract these issues, we
introduce a new rumor detection framework,
the Narrative-Integrated Metapath Graph Auto-
Encoder (NIMGA). This model consists of two
core components: (1) Metapath-based Hetero-
geneous Graph Reconstruction. (2) Narrative
Reordering and Perspective Fusion. The first
component dynamically reconstructs propaga-
tion structures to capture complex interactions
and hidden pathways within social networks,
enhancing accuracy and robustness. The sec-
ond implements a dual-agent mechanism for
viewpoint distillation and comment narrative re-
ordering, using LLMs to refine diverse perspec-
tives and semantic evolution, revealing patterns
of information propagation and latent seman-
tic correlations among comments. Extensive
testing confirms our model outperforms exist-
ing methods, demonstrating its effectiveness
and robustness in enhancing rumor representa-
tion through graph reconstruction and narrative
reordering.

1 Introduction

The proliferation of the internet and social media
has accelerated news dissemination and facilitated
real-time discussions. Yet, this progress also in-
troduces risks like rapid rumor spread, leading to
information fragmentation and group polarization,
distorting public perception, influencing responses,
and undermining the credibility of online informa-
tion, thus affecting personal and societal stability
(Chen et al., 2022a; Zhou et al., 2022).

With the rapid evolution of Large Language
Models (LLMs) (Chiang et al., 2023; Touvron et al.,

Lindsay Lohan wears a hijab, sparking mixed feelings on social 
media. The actress attended the second London Modest Fashion Ordered Post Sequence：4->5->2-

>1… … ->3->… …
Explanation: This arrangement aims to 
progressively unfold the discussion in the 
comments, moving from initial possible 
explanations (preparing for a movie) to 
exploring the underlying cultural and 
social issues.
Viewpoint Set: 1. Preparation for a film 
role … … 2. Cultural exploration and 
public relations strategy… …  3. Global 
cultural sensitivity and social 
impact … … 4 … …

1. Lohan in a hijab? Isn‘t this 
the actress known for breaking 
norms? Curious about the shift. 
(Fashion statement)

2. Lohan at a modest fashion show? 
Doesn‘t fit her usual bold style. Is 
this a genuine change or just for 
show? (Fashion statement, context-
independent, abrupt viewpoint)

4. Heard through the grapevine 
Lohan might be prepping for a 
new role in a film set in the 
Middle East. (Movie Roles, 
lacking  context)

5. Exploring or exploiting? 
Lohan‘s history suggests 
she’s no stranger to 
controversy for attention. 
(Motivation questioned,  
lacking cultural background)

…

LLM

Perspective 
distillation

Narrative 
reordering

3. Fashion choices should not 
overshadow the real issues of 
freedom and oppression. 
(Culturally sensitive, lacking 
cultural context)

(a)

…

… …

…

…

(b)

Figure 1: Two examples illustrate our motivation: In
(a), blue text represents viewpoint categories, and red
text highlights features of information fragmentation.
In (b), disconnected propagation chains are prevalent in
the data.

2023a; Brown et al., 2020; Chowdhery et al., 2023),
LLM-based approaches harness their expansive se-
mantic capabilities to analyze rumors (Guan et al.,
2023; Wu et al., 2023; Yang et al., 2023). For
instance, CICAN (Yang et al., 2023) integrates
crowdsourced intelligence with ChatGPT to en-
hance authenticity identification through textual
analysis and knowledge augmentation by LLMs.
However, LLMs struggle with the subtleties of in-
formation spread within social networks, heavily
reliant on text features and failing to capture the
structural features of propagation (Hu et al., 2024),
making them susceptible to biases from prevailing
opinions in propagation threads.

Some strategies employ Graph Neural Networks
(GNNs) to exploit the complex topological features
of propagation for rumor detection (Bian et al.,
2020; Tao et al., 2024; Zhang et al., 2023; Sun
et al., 2022). While GNN-based models excel in
leveraging propagation graph structures, they of-
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ten fail to discern latent post relationships, such
as semantic shifts and contextual consistency, due
to their dependence on supervised learning. This
limitation hampers their generalization and perfor-
mance in complex scenarios.

Existing rumor detection methods face two main
challenges: (1) They often assume a complete and
static propagation structure, ignoring the "informa-
tion island" effect (disconnected graphs) (Iandoli
et al., 2021; Min et al., 2022), caused by incomplete
data collection due to technical or privacy limita-
tions (Shao et al., 2018; Wei et al., 2022) or mali-
cious attacks (Zhu et al., 2024; Wang et al., 2023;
Yang et al., 2021), as shown in Figure 1(b). This
leads to difficulties in detecting changes in propa-
gation patterns due to missing data, complicating
rumor detection and mitigation (Azzimonti and Fer-
nandes, 2023). Models using supervised learning
struggle with dynamic propagation structures, and
while some use additional links or contrastive self-
supervised learning to improve generalization (Sun
et al., 2022; Tao et al., 2024; Wei et al., 2022), this
can introduce noise. (2) The rapid rise of frag-
mented, colloquial, and diverse online information,
often lacking context, complicates communication
and information propagation, fostering viewpoint
biases and challenging rumor detection (Bakshy
et al., 2015; Zubiaga et al., 2016). Figure 1(a) left
illustrates how comments often reflect multiple per-
spectives without coherent background, making it
harder for models to capture contextual nuances
(Wang et al., 2022).

To address these challenges, our model is mo-
tivated by: (1) Using graph reconstruction based
on heterogeneous propagation graphs to capture
complex interactions without adding extra links,
reducing noise. This approach forces the model
to explore deeper structural dependencies, uncov-
ering hidden relationships in propagation beyond
static links, enhancing generalization.enhancing
generalization. Gradually learning higher-order
connections and target node attributes enables in-
ference even with incomplete data, improving ro-
bustness. (2) Framing theory suggests that media
and individuals present events from different per-
spectives, enriching information despite increasing
fragmentation. We refer to the semantic relevance
of understanding all comments through a certain
narrative logic as the "semantic narrativity" of in-
formation propagation. As shown in Figure 1(a)
right, LLMs leverage strong semantic capabilities
to extract this narrativity from fragmented informa-

tion, integrating comments that evolve from initial
ideas like "preparing for a movie" to "exploring
cultural and social issues." This progression raises
further questions about motivations, guiding the
model in assessing news authenticity. Capturing
this narrativity uncovers global semantic changes,
reducing reliance on graph data and enabling di-
verse, high-level semantic representations.

Thus, we introduce the Narrative-Integrated
Metapath Graph Auto-Encoder (NIMGA) for ru-
mor detection. NIMGA incorporates a Metapath-
based Heterogeneous Graph Reconstruction mod-
ule using metapath masks and adaptive attribute
masking to rebuild high-order relationships. The
Narrative Reordering and Perspective Fusion mod-
ule leverages Large Language Models (LLMs) with
a sliding window technique to refine and reorder
comment narratives, capturing evolving semantic
features and viewpoints.

Key contributions of this paper include: (1) We
introduce the NIMGA for rumor detection, the first
to apply generative self-supervised learning on het-
erogeneous graphs. (2) Our metapath-based mask-
ing and adaptive attribute encoding effectively cap-
ture advanced structural features and node represen-
tations in rumor propagation. (3) The dual-agent
mechanism utilizes LLMs for semantic representa-
tion of rumor propagation, exploring diverse view-
points, while narrative reordering provides multiple
perspectives on rumor evolution. (4) Experiments
on three real-world datasets show our method sur-
passes baselines in both effectiveness and robust-
ness.

2 Related Work

2.1 Rumor Detection

Text-based Methods. Early rumor detection fo-
cused on linguistic features. Potthast et al. (Pot-
thast et al., 2017) assessed rumor veracity using
stylistic similarities, while Ma et al. (Ma et al.,
2015) applied sequence-based models to capture
rumor dynamics. Li et al. (Li et al., 2019a) com-
bined user and text features, training an LSTM for
detection.

Propagation-based Methods. Unlike text-
based approaches, these focus on propagation pat-
terns between truth and deception (Khoo et al.,
2020; Ma and Gao, 2020; Ma et al., 2018; Kumar
and Carley, 2019). Graph Convolutional Networks
(GCNs) have become popular for effectively cap-
turing propagation features (Sun et al., 2022; Wei
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et al., 2022; Lin et al., 2021; Zhang et al., 2023),
with techniques like adversarial training in GACL
(Sun et al., 2022) and deep GCNs in UPSR (Wei
et al., 2022) enhancing rumor detection.

Graph encoder-assisted Techniques for Ru-
mor Detection. Graph Autoencoders (GAEs)
(Kipf and Welling, 2016; Berg et al., 2017; Hou
et al., 2022; Tian et al., 2023) have shown excellent
performance in various domains, particularly in
link prediction (Berg et al., 2017) and anomaly de-
tection (Li et al., 2019b). GAEs have been applied
to rumor detection by uncovering latent graph struc-
tures (Hou et al., 2024; Yin et al., 2024; Tao et al.,
2024). For instance, (Yin et al., 2024) uses unsu-
pervised encoders with masking and contrastive
learning, while (Tao et al., 2024) captures semantic
shifts to improve rumor representations. However,
challenges arise in handling heterogeneous social
graphs, where random masking risks missing key
propagation features.

LLM-assisted Techniques for Rumor Detec-
tion. Large Language Models (LLMs) (OpenAI,
2022; Touvron et al., 2023b) have impacted rumor
detection with their ability to process complex se-
mantic relationships (Yue et al., 2024; Wu et al.,
2023; Yang et al., 2023). For example, RARG
proposes training and aligning LLMs to generate
credible explanations for detected misinformation
(Yue et al., 2024). However, despite their effec-
tiveness, these methods often require extensive
training data for fine-tuning and may suffer from
catastrophic forgetting when domain or concept
shifts occur, leading to performance degradation
(Gu et al., 2023; Shang et al., 2024; Nan et al.,
2022).

Building on these methods, our approach cap-
tures high-level propagation structures via het-
erogeneous graph reconstruction while leveraging
LLMs’ semantic strengths to explore diverse com-
ment perspectives.

3 Problem Formulation

We define the set of rumor events as T =
{T1, T2, . . . , TM}, where M is the total number
of events. Each rumor event Ti is modeled as a
heterogeneous graph G = (V,A, TV , TE , X,Φ),
capturing event interactions. V denotes the nodes,
with TV representing node types, including posts
and users, forming the social network. TE includes
post-to-post, user-to-user, and user-to-post edges,
reflecting diverse interaction dynamics. The ad-

jacency matrix A ∈ {0, 1}|V|×|V| encodes node
connectivity. X denotes the attributes and Φ repre-
sents metapaths illustrating interaction sequences
between node and edge types, capturing complex
information flows. A metapath is expressed as:

TV1

TE1−−→ TV2

TE2−−→ · · ·
TEl−−→ TVl+1

, where l is the
path length. This framework captures the structural
and semantic relationships critical for understand-
ing rumor propagation through the network.

Each event Ti is represented by a propa-
gation graph, where TVi = Pi ∪ Ui, with
Pi = {pi1, pi2, . . . , piMi

} as posts and Ui =

{ui1, ui2, . . . , uiMi
} as users. Posts include origi-

nal tweets and retweets. The edge set TEi consists
of E ipp (post-to-post), E iuu (user-to-user), and E iup
(user-to-post), where TEi = E ipp ∪ E iuu ∪ E iup. We
omit the superscript i in subsequent sections. This
structure captures both information spread and en-
dorsement within each event. Rumor detection
is framed as a binary classification task, where
y ∈ {0, 1} denotes the class label, with y = 1
representing a rumor and y = 0 a non-rumor.

4 Methodology

This section presents the Narrative-Integrated Meta-
path Graph Autoencoder (NIMGA) for rumor de-
tection, depicted in Figure 2. NIMGA boosts detec-
tion capabilities through two primary components:
(1) Metapath-based Heterogeneous Graph Re-
construction: This component focuses on edge
reconstruction and attribute reconfiguration along
rumor propagation metapaths. It strategically cap-
tures critical propagation pathways and context-
aware attributes, effectively mapping interaction
patterns between various node types and yielding
highly indicative rumor representations. (2) Narra-
tive Reordering and Perspective Fusion: Utiliz-
ing a dual-agent mechanism, this module leverages
LLMs for iterative viewpoint distillation and narra-
tive reordering. By integrating diverse viewpoint
features with narrative characteristics of comments,
the cognitive evolution is finely mapped, enabling
precise identification of rumor propagation patterns
and structures.

4.1 Metapath-based Heterogeneous Graph
Reconstruction

This module consists of three parts: (1) Embedding
Layer, (2) Metapath-based Edge Reconstruction,
and (3) Dynamic Contextual Attribute Recovery.

Embedding Layer. To enhance contextual fea-
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and refine the collection of 
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Figure 2: The overall architecture of NIMGA.

ture capture in rumor propagation, we employ
TweetBERT (Qudar and Mago, 2020), fine-tuned
for tweets, to generate contextualized embeddings
for each post pi from the set P = {p1, p2, ..., pM}.
This process effectively captures the nuances of
social media language, providing a robust base for
feature representation. We produce refined contex-
tual post representations Xp = {hp1, h

p
2, ..., h

p
M}

and integrate user features such as verified status,
follower, and following counts into user represen-
tations Xu = {hu1 , hu2 , ..., huM} essential for evalu-
ating user credibility and influence. The combined
node representations are denoted as X = Xp ∪Xu.

Metapath-based Edge Reconstruction. To ad-
dress complex structural and semantic relationships
in rumor propagation, we implement a metapath-
based edge reconstruction strategy to uncover high-
order relationships among key nodes and edges.
By masking metapath-based edges and disrupting
short-range links, the model infers masked relation-
ships through alternative paths, promoting long-
range semantic exploration and improving accu-
racy. Using a neural attention mechanism, we
dynamically weight each metapath Φ, assessing
its significance during rumor spread, enabling the
model to focus on critical metapaths and refine its
predictive abilities.

Specifically, given a heterogeneous graph G =
(V,A, TV , TE , X,Φ), we create the metapath-
based adjacency matrix AΦ for each metapath
ψ ∈ Φ via metapath sampling (Dong et al., 2017)
and employ a context-aware attention mechanism
to dynamically weigh each metapath ψ, reflecting

its relevance:

wψ=softmax(q
T tanh(Wψhψ+b

ψ)), (1)

where hψ denotes latent node features related to
the metapath, and Wψ, q, and bψ are adjustable at-
tention parameters. The resulting attention weight
wψ generates a context-sensitive masking matrix:

AψM=Mψ(wψ)⊙Aψ , Mψ
ij=wψ ·A

ψ
ij (2)

adapted dynamically to current rumor dynamics.
During encoding, we input the masked adjacency

matrix Aψ
m and node attributes X into encoder

fenc1 to produce latent node embeddings, and in
decoding, the model focuses on edge prediction
relevant to rumor propagation and reconstructs the
adjacency matrix via decoder fdec1:

Hψ=fenc1(AψM,X), H̃ψ=fdec1(AψM,Hψ). (3)

We evaluate the reconstruction error of each
metapath using an enhanced loss function that in-
tegrates these errors into the total loss. We com-
pare the target adjacency matrix Aψ with the recon-
structed matrix Ãψ = σ((H̃ψ)T · H̃ψ) and employ
scaled cosine error to assess node-level reconstruc-
tion, ensuring semantic consistency within the en-
hanced propagation graph:

Cψ= 1

|Ãψ |

∑
(i,j)∈Ãψ

(
1−

Aψ
ij

·Ãψ
ij

∥Aψ
ij

∥·∥Ãψ
ij

∥

)γψ
, (4)

where Cψ denotes the metapath-specific loss and
γψ is the scaling factor. Metapath importance is
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determined using a learnable semantic-level atten-
tion vector v, normalized via softmax to produce
metapath weights αψ:

αψ=
exp(softmax(vT tanh(Wrhψ+br)))∑
ψ exp(softmax(vT tanh(Wrhψ+br)))

. (5)

These weighted losses are aggregated to calcu-
late the total metapath reconstruction loss Lmer:
Lmer =

∑
ψ α

ψ · Cψ.
Adaptive Contextual Attribute Recovery. To

enhance rumor detection in complex propagation
graphs, we employ an adaptive context attribute
recovery strategy to reconstruct node attributes crit-
ical to rumor dynamics, improving detection effi-
cacy. By masking key node attributes (e.g., influen-
tial users or widely shared posts), the model learns
representations sensitive to attributes influencing
rumor spread.

Our approach adopts an adaptive masking strat-
egy tailored to the context of rumor propagation,
instead of a static masking rate. Using an atten-
tion mechanism, we assign importance weights to
node attributes based on their relevance to rumor
dynamics, with more significant attributes masked
more frequently, forcing the model to focus on re-
constructing these crucial attributes.

Formally, for each node v, its importance score
sv is calculated through a trainable attention net-
work:

sv=q⊤ tanh(W vxv+bv), (6)

where xv is the attribute vector of node v, and W v,
q, and bv are trainable parameters. This score is
transformed into a masking probability distribution
using the Gumbel-Softmax (Gumbel-max Trick)
technique (Gumbel, 1954), which allows for dif-
ferentiable approximation of categorical sampling.
This method enables smooth sampling of discrete
attributes while supporting backpropagation. Fol-
lowing (Jang et al., 2022), we use the Gumbel-
Softmax approach to calculate the probability p̂v
as follows:

p̂v=
exp((log sv+Gv)/τ)∑
j∈V exp((log sj+Gj)/τ)

, (7)

where Gv and Gj are Gumbel noise Gumbel(0, 1),
and τ is the temperature parameter. This mecha-
nism allows for attribute-weight-based sampling,
optimized during training. A subset of nodes
Ṽ ∈ Ṽt of type t is then sampled and their at-
tributes masked with a learnable token [M]. For
each node v ∈ Vt, the attribute in the masked ma-
trix X̃ is defined as x̃v = x[M] if v ∈ Ṽ , otherwise
x̃v = xv.

Similar to GraphMAE (Hou et al., 2022; Tao
et al., 2024), we input masked node attributes X̃
and the graph adjacency matrix A into the encoder
fenc2 to derive latent node embeddings Ĥ , and then
input A and Ĥ into the decoder fdec2 to reconstruct
node attributes Z:

Ĥ=fenc2(A,X̃), Z=fdec2(A,Ĥ). (8)

For context-aware attribute recovery, we define the
loss function of target attribute restoration Lcar
by comparing the masked attribute attributes X̃
and Z with scaling factor γ2. The loss function is
described as follows:

Lcar= 1
|Ṽ|
∑
v∈Ṽ

(
1− X̃v ·Zv

∥X̃v∥×∥Zv∥

)γ2
. (9)

Representation of Propagation Graph. In or-
der to leverage label information, we also calcu-
late a supervised loss function for optimizing the
model. Specifically, given a heterogeneous graph
G = (V,A, TV , TE , X,Φ), we input the data into
encoder fenc1 and fenc2 to obtain latent represen-
tations, respectively. Then, we use mean-pooling
operators to aggregate the information of the set
of node representations. Finally, we concatenate
them to merge the information. Formally, it can be
written as follow:

H1=fenc1(Aψ ,X), H2=fenc2(A,X), (10)

h1=Mean(H1), h2=Mean(H2), (11)

Finally, we obtain two pooled vectors h1 and h2,
and concatenate them to form the final propagation
graph representation c, where c = concat(h1, h2).

4.2 Narrative Reordering and Perspective
Fusion

Mining narrative correlations from global and local
perspectives enhances rumor detection by provid-
ing deep semantic insights. Recent Large Language
Models (LLMs) offer strong semantic understand-
ing, viewpoint extraction, and paragraph ordering
capabilities (Zhao et al., 2023; Chen and Si, 2024).

Two agents, Agent A and Agent B, collaborate:
Agent A rearranges narratives and extracts poten-
tial new viewpoints from the comments; Agent
B ranks the viewpoints by importance, refines
the set, and updates Agent A’s prompts. A slid-
ing window technique processes large volumes
of comments systematically. After multiple it-
erations, we obtain a refined viewpoint set and
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Step 1

p1 p2 p3 p4 p5 p6 p7 p8

p1 p2 p3 p4 p5 p6 p7 p8

p1 p2 p3 p4 p8 p5 p6 p7

p1 p2 p8 p3 p4 p5 p6 p7

p2 p8 p1 p3 p4 p5 p6 p7

Original Post
Sequence

Step 3

Ordered Post
Sequence

Step 2

Figure 3: An illustration shows reordering eight com-
ments using sliding windows with a size of 4 and a step
of 2. Windows are applied in reverse, with the first two
comments from the previous window contributing to the
next window’s reordering.

a reordered post sequence. We then apply self-
attention mechanisms and multi-scale hierarchical
convolution to derive multi-perspective fusion fea-
tures, capturing semantic changes in the narrative.
Viewpoint-aware attention fusion generates multi-
dimensional features with advanced semantic lay-
ers and cross-perspective links, revealing covert
manipulation strategies and identifying complex
information propagation patterns.

Agent A and Agent B. (1) Agent A - Narrative
Reordering Agent: Starting with a basic prompt
(Figure 7 (a)), Agent A uses the source post and an
empty viewpoint set to reorder comments based on
semantic narrative sequences and distill emerging
viewpoints. (2) Agent B - Viewpoint Integration
Agent: Agent B ranks the extracted viewpoints by
importance, retains the top-k, and updates Agent
A’s prompt (Figure 7 (b)).

Sliding Window Method. Due to the text length
constraints of large models affecting LLMs’ effi-
cacy in processing text order, we reorder passages
in a back-to-first sequence using a sliding window,
as shown in Figure 3. This strategy utilizes two
hyperparameters: window size w and step size ss.
Initially, LLMs reorder posts from the (M −w)-th
to the m-th. We then adjust the window by ss steps
and reorder posts from the (m− w − ss)-th to the
(m− ss)-th. This process is repeated until all posts
have been reordered.

Narrative Block Convolution. Narrative
block convolution captures interactions and tran-
sitions between adjacent posts by applying a one-
dimensional convolutional neural network to gen-
erate continuous representations of text, as shown
in Figure 4. After sorting, the post ordered set
Spi = {pij ||pi|j=1} is obtained. Post embeddings

generated by the embedding layer are g = {gj ||pi|j=1

}. To capture interactions and transitions between

M
L
P

e:

Figure 4: Narrative block convolution.

adjacent posts, tracking the evolution of rumors
and mitigating fragmented information, we employ
an narrative block convolution to derive continu-
ous representations of the text as shown in Figure
4. A one-dimensional convolutional neural net-
work propagates these features to capture hidden
sequential local contexts. The convolution layer
generates feature maps F = {fj}|pi|−d+1

j=1 from the

continuous input sequence {gj:(j+d−1)}
|pi|−d+1
j=1 us-

ing filter ws, where each local input comprises
a group of d consecutive posts, represented as:
fj = σ(ws · gj:(j+d−1) + bs), where gj:(j+d−1) =
concat(gj , gj+1, . . . , gj+d−1), bs is the bias, and σ
is the ReLU activation function.

To track the most significant local changes in
rumor propagation, we apply max-pooling to the
convolution outputs, reducing dimensionality and
emphasizing key local features that may deter-
mine propagation direction: f̂ = max{fj}|pi|−d+1

j=1 .
We then derive text representations through s =
Wsf̂ + bs, where Ws, bs are trainable parame-
ters. Specifically, n ∈ {1, 2, 3} denotes three win-
dow sizes capturing post-level information—single,
double, and triple posts. Finally, passing s through
a fully connected layer with L2 regularization, we
obtain the narrative representation e of the text.

Perspective-aware Semantic Fusion. From
Agent A’s final results, we extract the top-k sig-
nificant viewpoints related to the source news text.
Given the viewpoint set Sv = {vi}ki=1, we fuse
the representations of the source post source and
the viewpoints Sv to calculate the viewpoint fu-
sion feature v′: v′ = ATTN(source, Sv), where
ATTN maps the source post representation and
the viewpoint set to a weighted sum of elements in
Sv (Vaswani et al., 2017). We then learn the atten-
tion coefficients between the viewpoint features v′

and the narrative comment features e:

α=σ(W v′v′+W ee+bf ), o=αv′+(1−α)e, (12)

where σ(·) is the sigmoid activation function, and
W v′ ,W e, bf are parameters of the fusion gate.
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4.3 Classifier
We derive the final rumor representation by com-
bining the representation of propagation graph c
with viewpoint-comment integrated representation
o, yielding x̂ = c⊕ o. This representation is input
into a fully connected layer for classification:

ŷ=softmax(wcx̂+bc), (13)

where ŷ is the predicted label distribution, and wc,
bc are trainable parameters. The model minimizes
the cross-entropy loss:

Ly=−(y log(ŷ)+(1−y) log(1−ŷ)), (14)

where y represents the true label.
The total NIMGA loss includes metapath-based

edge reconstruction, adaptive contextual attribute
recovery, and classification loss:

Ltotal=Ly+λLmer+µLcar, (15)

where λ, µ are balancing coefficients.

5 Experiments

Datasets. To evaluate our model, we used three
representative real-world rumor datasets: MC-Fake
(Shu et al., 2020), Weibo (Ma et al., 2016), and
MM-COVID (Li et al., 2020). Further details are
in Appendix .1.

Baselines. We compare our proposed model
with the following baseline on all three datasets:
TweetBert (Qudar and Mago, 2020), LLaMA2text
(Touvron et al., 2023b), LLaMA2text + SPT
(Lester et al., 2021), ChatGPTtext (Ouyang et al.,
2022), ChatGPTfull, CICAN (Yang et al., 2023),
GACL (Sun et al., 2022), GARD (Tao et al.,
2024), PSIN (Min et al., 2022), HAN (Yang et al.,
2016), HG-SL (Sun et al., 2023). These mod-
els represent a range of approaches, including
traditional text-only methods (TweetBert), LLM-
assisted methods (LLaMA2text, LLaMA2text +
SPT, ChatGPTtext, ChatGPTfull, CICAN), graph-
based methods (GACL, GARD), and heteroge-
neous graph-based models (PSIN, HAN, HG-SL).

In the NMGIA’s heterogeneous graph propa-
gation enhancement module, HAN (Wang et al.,
2019) served as both encoder and decoder. Chat-
GPT (gpt-3.5-turbo) was utilized as the LLM. Fur-
ther details can be found in the parameter analysis
.2 and Appendix .1.

Main Results. The comparative performance of
baseline models and our proposed NMGIA is de-
tailed in Table 1. NMGIA excels, achieving higher

accuracy, precision, recall, and macro F1 scores
across three datasets: 89.6% on MC-Fake, 93.4%
on Weibo, and 93.1% on MM-COVID, surpass-
ing the state-of-the-art by 2.8%, 3.0%, and 4.7%,
respectively.

LLM-based approaches generally underperform
compared to supervised models due to limited
domain-specific knowledge in tasks like rumor de-
tection. This can result in over-reliance on major-
ity opinions, ignoring differences in propagation
threads. However, fine-tuned LLaMA2text + SPT
and CICAN, which enhance rumor semantics with
LLMs, perform better, indicating LLMs’ improved
deep comprehension of rumor texts. Propagation-
structure-based models also show superior results,
with heterogeneous graph-based approaches ben-
efiting from complex relationships and node-type
distinctions, leading to higher accuracy and F1
scores.

Key advantages of NMGIA include: (1) In prop-
agation structure enhancement, the adaptive mask-
ing mechanism effectively captures key features of
heterogeneous propagation graphs. By disrupting
short-range semantic links, long-distance interac-
tions are better explored, enhancing the character-
ization of rumor propagation structures.(2) Lever-
aging the strong semantic understanding of LLMs,
the Narrative Reordering and Perspective Fusion
Module introduces a unique learning approach for
rumor propagation, refining narrative perspectives
to capture deeper semantic representations. This
multi-perspective refinement enables the model to
learn more comprehensive information.

Ablation Study. We assessed the contributions
of various NMGIA model components by exclud-
ing each individually. The variants tested included
the removal of the narrative reordering and per-
spective module (w/o o), node sampling strategy
Gumbel-max Trick (w/o GT), metapath-based edge
reconstruction loss (w/o Lmer), contextual attribute
recovery loss (w/o Lcar), viewpoint-based post
ranking optimization (w/o vo), viewpoint feature
representation (w/o v′), narrative comment features
(w/o e), sliding window (random selection of 30
posts) (w/o sw), narrative block convolution (re-
placed with CNN) (w CNN), and substituting the
LLM for LLaMA2 (13b version) (w LLaMA2).

Results from Table 2 reveal several points: (1)
Each module is crucial for the model’s rumor de-
tection ability. The removal of the semantic en-
hancement module (-w/o c) impacted accuracy on
MC-Fake, Weibo, and MM-COVID, underscoring
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Table 1: Experimental results on MC-Fake, Weibo, and MM-COVID. And with * indicate the significance test over
HG-SL and PSIN presents a statistically significant improvement (with p < 0.05).

MC-Fake Weibo MM-COVID

Type Method Acc. Prec. Rec. F1 Acc. Prec. Rec. F1 Acc. Prec. Rec. F1

Text-only TweetBert 0.792 0.795 0.774 0.780 0.825 0.842 0.813 0.823 0.739 0.757 0.717 0.738

Large Language
Model-assisted

LLaMA2text 0.735 0.729 0.753 0.735 0.788 0.766 0.795 0.792 0.726 0.717 0.774 0.716

LLaMA2text + SPT 0.811 0.792 0.829 0.806 0.844 0.846 0.835 0.842 0.778 0.777 0.744 0.770

ChatGPTtext 0.747 0.794 0.715 0.741 0.793 0.829 0.754 0.782 0.716 0.782 0.683 0.708

ChatGPTfull 0.764 0.813 0.748 0.758 0.813 0.828 0.734 0.803 0.725 0.785 0.703 0.721

CICAN 0.828 0.845 0.803 0.814 0.862 0.859 0.847 0.865 0.792 0.809 0.814 0.796

Graph-based
GACL 0.840 0.849 0.839 0.837 0.875 0.881 0.867 0.877 0.830 0.824 0.834 0.829

GARD 0.843 0.853 0.852 0.841 0.881 0.873 0.892 0.872 0.834 0.827 0.826 0.835

Heterogeneous
Graph-based

PSIN 0.868 0.858 0.867 0.863 0.902 0.893 0.901 0.897 0.870 0.833 0.895 0.871

HAN 0.850 0.834 0.830 0.846 0.894 0.892 0.899 0.889 0.832 0.825 0.763 0.812

HG-SL 0.862 0.859 0.864 0.854 0.904 0.903 0.903 0.900 0.875 0.884 0.834 0.878

NIMGA 0.896* 0.897* 0.888 0.890* 0.934* 0.932 0.931* 0.933 0.931* 0.934 0.928 0.932*

Table 2: Ablation study on the architecture design of
NIMGA across three datasets.

Method MC-Fake Weibo MM-COVID

Accuracy F1 score Accuracy F1 score Accuracy F1 score

NIMGA 0.896 0.890 0.934 0.933 0.931 0.932
-w/o o 0.873 0.872 0.906 0.908 0.905 0.905
-w/o GT 0.890 0.888 0.930 0.928 0.926 0.927
-w/o Lmer 0.880 0.881 0.921 0.920 0.917 0.917
-w/o Lcar 0.884 0.886 0.924 0.922 0.925 0.924
-w/o vo 0.889 0.888 0.928 0.929 0.928 0.927
-w/o v′ 0.885 0.883 0.925 0.922 0.924 0.927
-w/o e 0.881 0.880 0.912 0.912 0.914 0.914
-w/o sw 0.885 0.885 0.920 0.920 0.924 0.924

-w CNN 0.882 0.884 0.914 0.917 0.918 0.916
-w LLaMA2 0.888 0.892 0.930 0.930 0.925 0.926

the importance of heterogeneous graph reconstruc-
tion and viewpoint-comment integration. (2) The
results from -w/o Lmer and -w/o Lcar show edge
reconstruction as more critical, likely due to its role
in capturing complex propagation structures cru-
cial for detecting covert rumors. (3) The strong per-
formance of NMGIA with LLaMA2 underscores
the model’s compatibility with different LLMs, ef-
fectively leveraging their semantic understanding
for viewpoint distillation and global semantic cap-
ture. The impacts of the sliding window technique
and narrative block convolution suggest that proper
application of these methods can better unearth
potential narrative connections in global semantics.

Robustness Testing. We conducted two adver-
sarial tests to assess our method’s robustness: (1)
We added Gaussian noise to node features and ran-
domly perturbed edges to simulate adversarial at-
tacks (Chang et al., 2020; Chen et al., 2022b; Gu
et al., 2020), with results in Figure 5 (a). (2) In-
troducing a Multi-Agent Reinforcement Learning
(MARL) attack (Wang et al., 2023) based on ru-
mor propagation graphs, where agents (e.g., bots,
semi-bots, crowdsourced workers) add meaning-
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Figure 5: Performance of NIMGA and baseline models
in robustness tests.

less comments and new retweet edges to disrupt
social engagement, with results shown in Figure 5
(b).

Our model showed high robustness across sce-
narios. In (a), the LLM-Assisted variant had less
performance degradation due to LLMs’ resistance
to node and content interference, thanks to ex-
tensive pretraining. The variant analysis reveals
that our model excels by effectively leveraging
LLMs’ semantic robustness. Additionally, the re-
sults for NMGIA w/o Lmer confirm the critical role
of metapath-based edge reconstruction in enhanc-
ing graph representation. This is likely because
adversarial attacks lead to many disconnected sub-
graphs, while our metapath-based heterogeneous
graph reconstruction uncovers latent relationships
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Figure 6: Results of rumor early detection on three datasets.

effectively. In (b), MARL introduces high-fidelity
noise into the propagation structure, significantly
impacting graph-based methods. The larger drop
in the variant (-w/o e) compared to w/o Lcar+mer
suggests that capturing global semantic relation-
ships may help mitigate the effects of propagation-
structure-based attacks.

Early Detection. Early rumor detection is criti-
cal for evaluating model performance, focusing on
identifying rumors at their inception (Liu and Wu,
2018). For this, detection deadlines were set at 0,
2, 4, and 6 hours. The F1 scores of the NMGIA
model were then compared against a baseline us-
ing only pre-deadline posts. Figure 6 displays the
performance of various methods across datasets,
showing that NMGIA and GARD perform well
early on, likely due to the generalization of graph
autoencoder-based models with limited data.

Case Study. Our analysis explores the roles of
Agent A and Agent B, with the propagation graph
displayed in Figure 9. Agent A’s sorting of com-
ments, shown in Table 5, organizes fragmented
comments into a coherent format that facilitates
relationship exploration and viewpoint synthesis.
The initial two viewpoints are pre-existing, while
the latter two are newly extracted. Agent B further
refines these inputs, enhancing task relevance by
supplementing, improving, and reordering view-
points, as detailed in Table 6, providing a clearer
and more substantive basis for judgment.

6 Conclusion

In summary, our NIMGA enhances rumor detection
on social media through Metapath-based Hetero-
geneous Graph Reconstruction, capturing complex
interactions and hidden pathways within social net-
works. A dual-agent mechanism, driven by LLMs,
refines semantic narratives and viewpoints, making
learning more intuitive and comprehensive. Exten-
sive real-world dataset testing confirms NIMGA’s
superiority over existing models, improving robust-

ness and effectiveness in news event representation
and providing a more reliable tool for rumor detec-
tion.
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ness and graph network attacks in social networks,
we designed a heterogeneous graph reconstruction
to disrupt short-range semantic links and uncover
long-range potential propagation structural associa-
tions. Although this design is simple and effective,
it may still not be able to handle attacks on more
complex and advanced rumor detection models. In
the future, we will continue to focus on the ro-
bustness of models based on rumor propagation
graphs. On the other hand, we considered the se-
mantic narrativity features in social propagation,
providing a new, directly investigable perspective
for information dissemination. In the future, we
hope to explore more effective social propagation
patterns to provide multi-perspective learning for
rumor detection models.
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LogicSortGPT is an intelligent assistant designed to rank posts and extract viewpoints based on 
thematic relevance and narrative coherence. Given a core topic, multiple posts, and a prioritized 
sequence of perspectives, your tasks are as follows:
Task 1: Rank the paragraphs by their relevance to the core topic, adherence to the importance sequence 
of perspectives, logical progression, and narrative quality.
Task 2: Identify and extract any new viewpoints from the comments that differ from the existing 
perspectives. Add these to the original set of perspectives. If no new viewpoints are identified, retain the 
original set.

Requirements:
1. Ensure alignment with the core topic.
2. New viewpoints must be relevant to the core topic.
3. Maintain narrative logic to enhance the flow and coherence of the story.
4. The order of paragraphs should reflect a smooth logical transition and the evolution of perspectives.
5. The output should provide the optimal paragraph sequence by number, ensuring alignment with the 
topic without altering the content.

Based on the topic: {{source post}}, the following is the set of perspectives:
[1] {{perspective_1}}  
[2] {{perspective_2}}  
(...additional perspectives)
There are {{num}} paragraphs, each identified by a number. Sort them and output the sequence of 
paragraph numbers:  
[1] {{passage_1}}  
[2] {{passage_2}}  
(...additional paragraphs)
Output the new set of perspectives and the ordered sequence in JSON format. 
- [New Perspective Set]: If there are new perspectives, respond with "Yes" and the content of the New 
Perspective Set. Otherwise, output "No”. 
- [Ordered Sequence]: Provide the sorted paragraph numbers, separated by commas.

(a) Prompt A

LogicSortGPT is an intelligent assistant designed to revise prompts based on feedback and rank 
perspectives for thematic relevance and clarity. Given the feedback and a prioritized sequence of 
perspectives, your tasks are as follows:

Task 1: Revise Prompt_A based on the {{New Perspective Set}} . Use the newly added perspectives 
(positioned at the end) to enhance existing perspectives without altering their original meaning, but with 
appropriate supplementation where necessary.

Task 2: Rank the perspectives by importance, where importance is defined as their contribution to 
determining whether the {{source post}} contains false information. Retain the most important {{top-k}} 
perspectives while maintaining the original format. All other sections remain unchanged.

Based on the news content: {{source post}}, {{New Perspective Set}}, {{Prompt_A}}, output the revised 
[Prompt_A] and [Perspective Set] in JSON format.

(b) Prompt B

Figure 7: Examples of prompt A and prompt B.

Table 3: The statistics of three datasets.
Dataset MC-Fake Weibo MM-COVID

# Event Count 8,347 4,664 3,820
# True Rumors 3,381 2,351 1,832
# False Rumors 4,966 2,313 1,988
# Connections Count 153,606,2 3,805,656 71,885
# Users Count 201,481,5 2,746,818 51,794

.1 The Details of Experimental Setup

Datasets. To evaluate our model, we used three
real-world rumor datasets: MC-Fake (Shu et al.,
2020), Weibo (Ma et al., 2016), and MM-COVID
(Li et al., 2020). These datasets include social con-
texts (tweets, retweets, replies, retweet and reply
relationships) and cover diverse topics (politics, en-
tertainment, health, COVID-19, Syrian war). MM-
COVID focuses on COVID-19 misinformation. All
datasets have binary labels: false rumor (F) and true
rumor (T). MC-Fake includes many disconnected
graphs, with Weibo and MM-COVID also contain-
ing some disconnected data. The labels for Weibo
are based on reports from the Sina Community
Management Center (Ma et al., 2016). MC-Fake
labels come from debunking websites 1 2, while

1https://www.politifact.com/
2https://www.gossipcop.com/

MM-COVID labels are provided by Snopes 3 and
Poynter 4, where domain experts fact-check and
classify information. Snopes is an independent
English-language publication owned by Snopes
Media Group. All statistics are shown in Table
3.

Baselines. We compare our proposed model
with the following baseline and state-of-the-art
models on all three datasets: Traditional Text-only
Approach: TweetBert (Qudar and Mago, 2020): A
pre-trained language model on 850M tweets, fine-
tuned for rumor verification. LLM-assisted Ap-
proaches: LLaMA2text (13b version) (Touvron
et al., 2023b): Generates authenticity predictions
directly from news statements and comment texts.
LLaMA2text + SPT: Fine-tunes LLaMA2text
using soft prompt tuning (Lester et al., 2021).
ChatGPTtext (gpt-3.5-turbo-0613) (Ouyang et al.,
2022): Similar to LLaMA2text, generating predic-
tions from text information. ChatGPTfull: Incor-
porates news statements, comment texts and user
information for prediction. CICAN (Yang et al.,
2023): A model that integrates collective intelli-
gence with a ChatGPT-assisted network, using a
semantic structure mining module to enhance se-
mantic content capture. Graph-based Approaches:
GACL (Sun et al., 2022): A GCN-based model
using contrastive learning to improve robustness
and generalization. GARD (Tao et al., 2024): A
graph autoencoder model that captures semantic
evolution in propagation and uses self-supervised
feature reconstruction to enhance rumor detection.
Heterogeneous Graph-based Approaches: PSIN
(Min et al., 2022): A divide-and-conquer model an-
alyzing post-user interactions, improving accuracy
by focusing on social context interactions. HAN
(Yang et al., 2016): Uses BiGRUs to explore hi-
erarchical structures in news articles, learning em-
beddings from sentence contributions to differen-
tiate fake from genuine news. HG-SL (Sun et al.,
2023): Detects fake news by learning user spread-
ing behaviors, combining global interaction and
local context learning.

Experimental Setup. All models were imple-
mented using the PyTorch framework and executed
on an NVIDIA Tesla V100 GPU. In the hetero-
geneous graph propagation structure enhancement
module of NMGIA, HAN (Wang et al., 2019) was
adopted as the default encoder and decoder. The

3www.snopes.com
4www.poynter.org/coronavirusfactsalliance/
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Figure 8: Evaluation of the value of top-k on NMGIA.

threshold for the adaptive sampling strategy was
set to 0.5. In the text content enhancement mod-
ule, the sliding window size for post ranking was
set to 20 with a stride of 10, and the top-k val-
ues were set to {5, 8, 4} for MC-Fake, Weibo, and
MM-COVID, respectively. We utilized the cost-
effective and efficient ChatGPT (gpt-3.5-turbo) as
our LLM. All methods were evaluated with 5-fold
cross-validation. For the English datasets MC-Fake
and MM-COVID, we employed pre-trained Tweet-
BERT for the embedding layer, while BERT was
used for the Chinese Weibo dataset, both with 768
hidden units. During training, cross-entropy loss
was used to assess the difference between predic-
tions and true labels. Parameter updates were per-
formed using the Adam optimizer (Kingma and Ba,
2014). We explored learning rates from 1e-4 to
5e-3, early stopping patience values from 5 to 20,
and tested dropout and replacement rates from 0 to
0.5, with a step size of 0.1. All models were imple-
mented using PyTorch and executed on an NVIDIA
Tesla V100 GPU. Baseline models adhered to con-
figurations from their original publications.

Table 4: The impact of sliding window hyperparameters
on accuracy.

Window size Step size MC-Fake Weibo MM-COVID
20 10 0.896 0.934 0.931
40 20 0.890 0.930 0.928
60 30 0.888 0.927 0.928

.2 The Details of Parameter Analysis

We evaluated the impact of different top-k values
on the model, focusing on the extraction of the
most critical viewpoints for text enhancement. As
shown in Figure 8, k = {5, 8, 4} yielded the best
and most consistent performance across the three
datasets. This suggests that even a small number
of viewpoints, extracted by the LLM, can enhance
the model’s understanding of the text by providing
deeper insight.
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Figure 9: Propagation graph of the example in the case
study

Additionally, we analyzed the effect of the slid-
ing window strategy by varying the window size
while setting the stride to half the window size,
as shown in Table 4. In this configuration, most
comments were ranked twice per iteration. Results
indicate that a window size of 20 performed best
in capturing the viewpoint and narrative seman-
tic features of rumor comments, while a window
size of 60 performed the worst. This may be due
to the challenges posed by large window sizes in
handling long contexts and numerous posts. In con-
trast, MM-COVID was less affected by window
size, likely due to the smaller number of posts per
news event. Results from MC-Fake and Weibo in-
dicate that our model and sliding window approach
are better suited for more complex real-world envi-
ronments.
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Table 5: Examples of narrative ordering (partial)
Claim:Lindsay Lohan wears a hijab, sparking mixed feelings on social media.

Content: Lindsay Lohan was spotted wearing a hijab at a conservative fashion show. The actress attended the
second London Modest Fashion Week, dressed appropriately. Before the show, she posted a video on Instagram
where she learned how to tie a hijab, expressing her desire to wear it traditionally.

1. Heard Lohan’s new film role might involve cultural elements. Maybe this hijab is part of her character prep?

Explanation: Early in the discussion, it is suggested that Lohan’s wearing of the hijab might be related to a film
role, setting a possible context of a non-personal or cultural decision.

2. It’s for a movie, people! Let’s not jump to conclusions.

Explanation: Directly supporting the previous comment, explicitly stating the hijab is for a film role, reinforcing
the credibility of this preparation.

3. Lohan’s been spending a lot of time in Middle Eastern countries. This could be more than just a fashion
statement.

Explanation: Provides background information, explaining that Lohan might have a deeper understanding and
respect for the culture due to her experiences in Middle Eastern countries.

4. Lohan in a hijab? Isn’t this the actress known for breaking norms? Curious about the shift.

Explanation: Raises a question as to why Lohan, previously known for breaking norms, would choose to wear
a hijab, introducing a discussion of a possible personal transformation.

5. Emmmmm. . . . exploring or exploiting? Lohan’s history suggests she’s no stranger to controversy for
attention.

Explanation: Discusses whether Lohan’s actions might be an exploration or exploitation of cultural differences
for attention, adding to the skepticism about her motives.

6. While Lohan embraces a hijab, let’s not forget women in some regions are forced to wear it without choice.

Explanation: Reminds people not to overlook the sensitivity and complexity of the hijab globally, especially in
the context of rights and freedom.

7. Lohan’s hijab at a fashion show could be a powerful statement, or just another celebrity stunt. Thoughts?

Explanation: Questions whether this is merely another PR stunt, suggesting that Lohan’s actions might not
stem from a genuine respect for the culture.

8. If it’s genuine, it’s a brave move in today’s divisive climate. If not, it’s highly problematic.

Explanation: Discusses the authenticity of Lohan’s actions and their potential social impact, questioning their
sincerity.

9. Seeing Lohan in a hijab brings modest fashion into the limelight, but let’s keep the focus on choice.

Explanation: Emphasizes the importance of choice, even in discussions of fashion and cultural expression.

10. A celeb can wear a hijab and be applauded, while others are persecuted for the same. Let’s discuss this
disparity.

Explanation: Raises the issue of double standards in wearing a hijab under different circumstances, highlighting
societal reactions and potential injustices.

Viewpoint set:
v1: Celebrity Influence and Authenticity: Comments debate if Lindsay Lohan’s hijab is a true cultural gesture or
merely a publicity stunt, questioning the authenticity of her motives.

v2: Cultural Sensitivity and Appropriation: Discussions focus on the differences between a celebrity choosing to
wear a hijab and women who are forced to wear it, addressing concerns about cultural sensitivity and exploitation.

v3: Personal Growth or Role Preparation: Speculations suggest Lohan’s hijab might be linked to personal
developments from her experiences in the Middle East or as preparation for a film role, implying a deeper
narrative.

v4: Public and Media Perception: Observations note the different reactions celebrities and ordinary people
receive for similar cultural or fashion choices, pointing out societal double standards.
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Table 6: Viewpoint Set Processed by Agent B
Viewpoint set:
v′1: Cultural Sensitivity and Appropriation: Discussions emphasize the contrast between a celebrity’s voluntary
adoption of a hijab and the compulsory wearing by many women, highlighting issues of cultural sensitivity and
potential exploitation.

v′2: Celebrity Influence and Authenticity: There is debate about whether Lohan’s wearing of a hijab is a genuine
cultural gesture or a calculated move to attract attention, questioning the authenticity of her actions.

v′3: Personal Growth or Role Preparation: Speculation suggests Lohan’s choice may be influenced by personal
growth from her time in Middle Eastern countries or preparation for a role involving cultural elements, providing
context for her actions.

v′4: Public and Media Perception: Commentary points out the double standards in public and media responses to
celebrities versus ordinary individuals adopting similar cultural attire, impacting how the claim is perceived.
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